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This document provides the requirements and design details of the C-ALL (Cognitive Assistance
with LiDAR Localization) Project. The following table (Table 1) is updated by the authors when
major changes are made to the architecture design or new components are added. Updates are
added to the top of the table. Most recent changes to the document are seen first and the oldest last.

Table 1: Document Update History

Date Updates
02/14/2025 Weekly Report 17:

• Completed Weekly Report 17 (Chapter 2) (NM)
• Ensure consistency between all Use Case names and diagrams (Chapter 7,

9)(SC, SG)
• Updated class diagram and CRC cards (Chapter 9)(SC)

02/07/2025 Weekly Report 16:
• Completed Weekly Report 16 (Chapter 2) (NM)
• Update Proposed Budget (Chapter 3) (NM)
• Updated Activity Diagrams (Chapter 9) (SG)
• Updated Sequence Diagram (Chapter 9) (SG)

01/31/2025 Weekly Report 15:
• Completed Weekly Report 15 (Chapter 2) (NM, SC)
• Updated use case diagrams to conjoin all use cases into a single view (Figure

7.1) (SC)
• Updated logical view to include new class diagram and CRC cards (Figures

9.1,9.2) (SC)

01/24/2025 Weekly Report 14:
• Completed Weekly Report 14 (Chapter 2) (NM, SC)
• Updated class diagram (Chapter 9) (SC)
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12/19/2024 Use Cases:

• Updated use case diagrams (Chapter 7) (SC)

12/13/2024 Weekly Report 13:
• Completed Weekly Report 13 (Chapter 2) (NM)
• Continue working on Preliminary Implementation (Chapter 10) (NM, AS, SC,

SG)

12/06/2024 Weekly Report 12:
• Completed Weekly Report 12 (Chapter 2) (NM)
• Updated class diagram (Chapter 9) (SC)

11/26/2024 Preliminary Implementation:
• Add Preliminary Implementation chapter (Chapter 10) (NM)
• Updated project budget and created a Proposed Budget chapter (Chapter 3)

(NM)
• Created a GitHub Repository chapter (Chapter 11) (NM)

11/22/2024 Weekly Report 11:
• Completed Weekly Report 11 (Chapter 2) (NM)

11/19/2024 Glossary:
• Added more terms throughout the document to the glossary (NM)

11/18/2024 User Interface Design:
• Completed UI Prototyping (Chapter 8) (SG)

11/15/2024 Weekly Report 10, System Architecture:
• Completed Weekly Report 10 (Chapter 2) (NM)
• Completed UML Diagrams (Chapter 9) (SG, SC)
• Updated all UML diagram descriptions (Chapter 9) (NM, SC)

11/08/2024 Weekly Report 9, User Interface Design, System Architecture:
• Completed Weekly Report 9 (Chapter 2) (NM)
• Developed User Interface Design (Chapter 8) (NM)
• Added a System Architecture chapter (Chapter 9) (NM)

10/31/2024 Weekly Report 8:
• Completed Weekly Report 8 (Chapter 2) (NM)
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• Completed Use Case Diagrams (Chapter 6) (AS)

10/17/2024 Weekly Report 6, Use Cases:
• Completed Weekly Report 6 (Chapter 2) (NM, SC)
• Added Use Case Chapter (Chapter 7) (SG)

10/10/2024 Weekly Report 5, Glossary, Requirements:
• Completed Weekly Report 5 (Chapter 2) (NM)
• Added a Glossary (NM, SC)
• Added a Requirements Chapter (Chapter 6) (AS, NM, SC, SG)

10/1 - 10/3/2024 Weekly Report 4, Development Plan:
• Completed Weekly Report 4 (Chapter 2) (NM)
• Updated Development Plan (Chapter 5) (AS, NM, SG, SC)

09/26/2024 Weekly Report 3, Development Plan:
• Completed Weekly Report 3 (Chapter 2) (NM)
• Updated Development Plan (Chapter 5) (NM, SC)

09/20/2023 Weekly Report 2, Use Case Interview, Project Proposal:
• Updated Project Proposal and Mission Statement (Chapter 4) (AS, NM, SG,

SC)
• Conducted interview with a potential user of the visually impaired community

to gather research and determine potential use cases (NM, SG)
• Completed Weekly Report 2 (Chapter 2) (NM, SC)

09/16/2023 Team Declaration:
• Added a chapter on Team Declaration (Chapter 4) in which team name, team

members, and a brief project proposal is provided. Focuses on 3 components:
mission statement, key drivers, and key constraints. (AS, NM, SG, SC)
• Finalized team member roles and responsibilities (AS)
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• Added chapters on Introduction (Chapter 1) and Weekly Reports (Chapter 2).
The Introduction provides a brief description of everyone on our team. The
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Chapter 1

Introduction
– Neeti Mistry

The product we aim to develop, C-ALL (Cognitive Assistance with LiDAR Localization), is de-
signed to aid visually impaired individuals by providing enhanced navigation and visualization
capabilities. C-ALL will consist of three main components: a LiDAR sensor contained within a
smartphone, a responsive AI assistant, and a mobile application. The LiDAR sensor will map the
user’s surroundings into a 3D point cloud, simplifying objects for navigation using Simultaneous
Localization and Mapping (SLAM). The mobile application will enable users to set destinations,
and communication with the AI assistance will allow users to have a conversation to better un-
derstand their surroundings. Future improvements include potential integration with a GPU or
Google’s Coral USB Accelerator for enhanced processing in dynamic environments.

1.1 About the Team

1.1.1 Ahmad Shah
I am a senior pursuing a Software Engineering major with a minor in Computer Science. My
skillset involves creating and training Machine Learning models, specifically with visual data, tack-
ling issues regarding detection and tracking. In the summer of 2024, I worked alongside Florida
International University through the National Science Foundation leveraging machine learning and
drone swarms for persons identification during disasters. I am ecstatic about working in a diverse
team to develop an amazing product for our senior design project.

1.1.2 Neeti Mistry
My name is Neeti Mistry and I am a senior Software Engineering major with a minor in Computer
Science. My curiosity drives me and I am always eager to learn. This past summer, I interned as
a Cybersecurity Project Manager at Merck. I am excited to apply those skills to my senior design
project and moving forward in my career. I love to travel and am really excited to move and explore
new places after graduation.
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Chapter 1
Introduction

– Neeti Mistry 2

1.1.3 Sara Gaber
My name is Sara Gaber I am a Software Engineering major with a minor in Cybersecurity. I
gained some work experience last summer as an intern for Fiserv working in data processing. In
my free time I enjoy listening to music and making art, specifically painting and drawing. I hope
to eventually move further with Fiserv or find a place at a startup.

1.1.4 Sohan Chatterjee
I am a fourth year student at Stevens pursuing a B.E. in Software Engineering. I have abilities to
work front-end, back-end, and full stack in various instances from web development to robotics to
data analysis. Through programming courses and my most recent internship, I have developed a
diversified skill set in software development and look forward to applying my knowledge in a pro-
fessional environment. I have a keen interest in understanding the relationship between technology
and other disciplines and want to continue exploring the potential of software.

Chapter 1 ©Stevens – February 13, 2025 – Do Not Distribute! 2



Chapter 2

Weekly Reports
– Neeti Mistry

2.1 Week Report 17 (02/14/2025)
What We Did This Past Week
This past week, we focused on refining our use case diagrams and tables to ensure consistent
naming across all documentation. We also made updates to the Sequence Diagram and Activity
Diagrams to improve clarity and accuracy. In preparation for our Preliminary Demo, we continued
working on the slide presentation. Additionally, we worked on the SolidWorks prototyping and 3D
printed initial hardware models to support our design process.

What We Will Do Next Week
Next week, we will finalize our presentation slides for the Preliminary Demo and refine our 3D-
printed hardware design to improve its functionality. Additionally, we will work on coding the
prototype to ensure it properly integrates with the app software interface.

List of Action Items:

• Complete Preliminary Demo slides

• Refine printed model design

• Continue working on code

• Update Deployment Diagram based on professor’s feedback

Issues and Risks:
No issues or risks at the moment.

Sprint Screenshot Showing Issues (Jira)

3



Chapter 2
Weekly Reports
– Neeti Mistry 4

Figure 2.1: Jira Spring Update February 14

UML Diagram Updates
The use case tables were updated 7.1 to have consistency in naming. The sequence diagram 9.7 was
also updated to provide a more accurate representation. The activity diagrams were also updated
9.3.

2.2 Week Report 16 (02/07/2025)
What We Did This Past Week
This past week, we focused on refining our UML diagrams based on feedback from the professor
and discussions during class meetings. We updated the logic of several UML diagrams, ensuring
they more accurately reflect the system’s design.

Key updates include:

• Adding a digital figure of our CRC cards to improve clarity and documentation

• Enhancing our class diagram to make it more detailed and aligned with the current codebase

• Ensuring name consistency across all use case diagrams and tables for better uniformity

• Updating the sequence diagram to improve accuracy and flow
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On the hardware side, we acquired the ordered materials, reviewed our inventory, and updated
our list of items that need to be returned or additionally purchased. For the code, we made signifi-
cant progress in directing the user towards the main path and integrating this logic directly into the
hardware tool.

What We Will Do Next Week
Next week, we will build a hardware prototyping plan, ensuring we have a clear roadmap for devel-
opment and testing. We will also make further modifications to the use case diagrams and activity
diagrams to improve accuracy and consistency. Additionally, we will begin preparing for our Pre-
liminary Demo, which is scheduled to be presented in two weeks, focusing on key functionalities
and system integration.

List of Action Items:

• Finalize the hardware prototyping plan

• Develop presentation materials for the Preliminary Demo

• Modify use case and activity diagrams.

Issues and Risks: No issues or risks at the moment.

Sprint Screenshot Showing Issues (Jira)

Figure 2.2: Jira Sprint Update February 7
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UML Diagram Updates
The use case diagram was updated 7.1 to combine the 4 separate use case diagrams we had earlier
into a single, more cohesive diagram. The sequence diagram 9.7 was also updated to provide a
more accurate representation. The first two activity diagrams 9.3 and 9.4 were updated to better
follow the logic flow of the updated use cases.

2.3 Week Report 15 (01/31/2025)
What We Did This Past Week
This past week, we began updating the class, use case, and sequence diagrams, incorporating initial
revisions based on professor feedback. However, further updates and refinements are still needed
to fully align with the system design requirements. In terms of the codebase, we made significant
progress in mapping the sidewalk instead of just the main road, improving navigation accuracy.
Additionally, we decided to discontinue the use of Apple Maps for mapping due to incompatibility
issues and have explored alternative solutions to ensure better functionality.

What We Will Do Next Week
Next week, we plan to acquire the ordered hardware materials and begin planning the hardware
prototyping phase. As part of this process, we will assess whether any additional materials need to
be ordered and develop a detailed plan for prototyping. Alongside hardware development, we will
continue refining UML diagrams based on feedback and updating the code to align with recent
improvements in system design.

List of Action Items:

• Continue updating UML diagrams

• Improve FailSafe use case to represent handling of all errors

• Conduct another use case interview to gather additional insights

• Plan and prepare for the next phase of hardware development

• Acquire and assess the ordered hardware materials for prototyping

Issues and Risks:

Issue: One of the primary challenges we are currently facing is merging pathfinding and obsta-
cle avoidance effectively. Currently, we are using ARGeotracking to obtain the exact location of
the user within the environment, allowing us to properly guide them along sidewalks and paths. At
the same time, we are using ARWorldTracking to access LiDAR for obstacle detection. However,
these two systems cannot run simultaneously, posing a significant limitation. Switching between
ARGeotracking and ARWorldTracking is also not a viable option because doing so requires clos-
ing the active session, which results in all previously collected data being deleted. Additionally,
LiDAR scanning speed is a limiting factor, as it requires a few seconds to map the environment,
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distinguish obstacles, and identify the floor. Constantly restarting the session would reset this
process, causing delays in real-time navigation. Similarly, restarting geotracking would force the
system to recalculate coordinates.

Risk: Navigation performance delays due to session restarts could significantly impact real-
time assistance and user safety.

Mitigation: At this point, we are exploring potential solutions to integrate both functionalities
without data loss or excessive latency. We hope to explore potential background processing meth-
ods that could preserve geotracking and LiDAR data without fully restarting sessions, and research
alternative sensor fusion techniques that can optimize geolocation and obstacle avoidance without
requiring session resets.

Sprint Screenshot Showing Issues (Jira)

Figure 2.3: Jira Sprint Update January 31

UML Diagram Updates

The class diagram 9.1 has been updated to contain functions and collaboration with other
classes according to the most recent version of the software. The CRC cards 9.2 have also been
made to show a high level description of the relationships between and purposes of classes.

Note: Class diagram is yet to include hardware logic.
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2.4 Week Report 14 (01/24/2025)
What We Did This Past Week
This past week, we had our first class of the spring semester following winter break. As a team,
we reviewed the progress made over the break and discussed our plan moving forward. We reorga-
nized and created new issues in our Jira sprint to better manage and track our tasks. Additionally,
we began updating our current UML diagrams, making improvements based on feedback from the
professor.

What We Will Do Next Week
Next week, we plan to continue refining and improving the UML diagrams to ensure they better
depict the system’s code and functionality.

List of Action Items:

• Update UML diagrams to align with feedback and better represent the system architecture
and codebase

• Update the project report to reflect recent progress, including improvements to UML dia-
grams and system design

• Review and optimize existing code for navigation and obstacle detection

• Begin integrating new features identified during the planning phase

• Conduct more use case interviews with potential clients

• Plan and prepare for the next phase of hardware development, such as acquiring materials
and refining prototype design

Issues and Risks:

Issue: Ensuring that the updated UML diagrams accurately reflect the evolving codebase and
system design.

Risk: Potential delays if diagram updates take longer than expected.

Mitigation: Prioritize the most critical diagrams first to ensure timely completion of essential
updates. Regularly consult with team members responsible for coding and seek professor feedback
to confirm accuracy.

Sprint Screenshot Showing Issues (Jira)
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Figure 2.4: Jira Sprint Update January 24

UML Diagram Updates
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Figure 2.5: Avoidance Class Diagram Update

This is an early version of a re-designed class diagram which incorporates many classes in-
volved in the object avoidance calculations within the C-ALL mobile application. This will be
combined with more classes which handle pathfinding as well as the Arduino control code. See
Chapter 9 for more information on the system architecture.

2.5 Week Report 13 (12/13/2024)
What We Did This Past Week
This past week, we successfully completed the final in-person presentation and demo of the semester,
focusing on the Preliminary Implementation of our project. Additionally, we finalized the corre-
sponding chapter in the report, ensuring all details were accurately documented. Based on our
professor’s feedback from the previous demo, we updated a class diagram to address the suggested
improvements. Moreover, we dedicated time to further developing the codebase, implementing
key functionalities and refining existing features to align with our project goals.

What We Will Do Next Week
Next week, we plan to outline our goals and identify key areas of focus for the project over win-
ter break. Since we will not be meeting in class, we aim to set individual milestones to ensure
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continued progress during this period. Additionally, we will continue working on the codebase,
addressing any remaining issues and optimizing the system’s performance. Furthermore, we will
incorporate additional updates into the report, including refinements to diagrams, code documen-
tation, and a summary of our progress to date. We also hope to focus more on the hardware and
developing the app after break.

List of Action Items:

• Develop a plan for winter break, including individual tasks and goals for the project

• Continue refining and optimizing the codebase to address remaining issues

• Update and improve diagrams, ensuring alignment with project requirements and feedback

• Enhance code documentation and add relevant sections to the project report

2.6 Week Report 12 (12/06/2024)
What We Did This Past Week
This past week, we finalized the User Interface Design chapter, incorporating detailed user per-
sonas and an initial prototype that aligns with the identified personas. The System Architecture
chapter was updated with key UML diagrams. Additionally, we integrated the GitHub repository
into the documentation to showcase development progress and version control. We developed a
deployment diagram to represent system distribution and the interaction across components. We
continued refining requirements and use cases based on feedback from the preliminary demo and
documentation review. Furthermore, we continued to develop additional user personas and refined
the user interface to better match their specific needs.

What We Will Do Next Week
Next week, we plan to complete our presentation for the final demo of the semester, the Pre-
liminary Implementation Demo, ensuring it highlights our progress and achievements effectively.
Additionally, we aim to continue refining the corresponding chapter in the report, integrating up-
dated insights and documentation. Finally, we hope to conduct initial usability testing with visually
impaired users to gather valuable feedback on the system’s functionality and interface design.

List of Action Items:

• Complete final presentation demo of the semester

• Complete Preliminary Implementation

• Enhance the UI prototype based on persona-specific needs

• Coordinate with team members to schedule usability testing and collect feedback
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2.7 Week Report 11 (11/22/2024)
What We Did This Past Week
This past week, we finalized the User Interface Design and System Architecture chapters of our
project report. For the User Interface Design, we developed detailed user personas to better un-
derstand the needs of our target audience and created a preliminary paper prototype to visualize
and refine the system’s UI interactions. In the System Architecture chapter, we developed key user
stories and created several UML diagrams to represent the system’s structure and behavior. Using
the 4+1 View Model, we described the design of our system through key activity diagrams for
each use case, as well as a class diagram, sequence diagram, component diagram, and deployment
diagram. Additionally, we presented our third demo in class on November 19, 2024, showcasing
the progress of our project.

What We Will Do Next Week
Next week, we hope to conduct another client interview to review our user personas and user sto-
ries, as well as gather feedback on our UI prototyping. This feedback will help us better align our
system with client expectations and refine its usability. Additionally, we are considering creating
a Google Form to distribute to visually impaired clients. This form will allow us to collect contact
information and establish a centralized database to streamline future client interviews. Alongside
these efforts, we hope to make further progress on the development of our LiDAR code.

List of Action Items:

• Conduct a client interview to review user personas, user stories, and UI prototyping

• Create and distribute a Google Form to visually impaired clients for collecting contact infor-
mation

• Refine and further develop the LiDAR code for improved system functionality

• Align feedback from client interviews with use cases and project goals

Any Issues and Risks (and what’s being done about them):

Issue: The LiDAR sensor is only available on the Pro models of the iPhone, and only one
team member owns this model. This limitation creates challenges in testing, as it requires frequent
coordination with that member and scheduling additional meetings to access the necessary device.

Risk: The dependency on a single team member’s device could delay testing and hinder
progress, particularly if there are scheduling conflicts or if the device becomes unavailable.

Mitigation Plan: To address this issue, we plan to consult with the professor to discuss po-
tential solutions. This includes exploring the possibility of acquiring a compatible iPhone for
dedicated testing purposes. Having a shared device would streamline the testing process, reduce
dependency on a single team member, and improve efficiency in meeting project milestones.
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Highlight any work you’ve done on the 4+1 views, or any updates you’ve done on the
documentation, in general:
This week, we made significant progress on the 4+1 View Model for our system architecture. Up-
dates included refining the class diagram in the Logical View, clarifying module interactions in the
Development View through an updated component diagram, and finalizing activity diagrams for
key use cases in the Process View. The Physical View was enhanced with a detailed deployment
diagram showing hardware configurations, while the Scenarios View was updated with more de-
tailed user stories based on team discussions. Additionally, we updated the User Interface Design
chapter, incorporating user personas and a preliminary paper prototype. These updates ensure our
documentation is comprehensive and clearly communicates the system’s functionality and user
interactions.

2.8 Week Report 10 (11/15/2024)
What We Did This Past Week
This past week, our team focused on finalizing the core elements needed for our upcoming in-
class presentation. We focused on refining our system architecture and solidifying the remaining
components of our user interface design. Additionally, we worked on completing the final set of
UML diagrams to better represent our system’s structure, processes, and user interactions. These
diagrams are essential for clarifying project functionalities and flow to our stakeholders.

What We Will Do Next Week
Next week, we will concentrate on finishing our third presentation demo, scheduled for November
19, 2024, where we’ll showcase the system architecture and UI Design. This includes polishing
the presentation content to effectively communicate our project’s unique value and demonstrating
key diagrams. We also plan to conduct another use case interview to gather more details from
potential users and clarify some questions we have regarding the everyday lives/routines of the vi-
sually impaired (and how our solution can fit into that), ensuring our project aligns with their needs.

List of Action Items:
• Finalize and complete the third presentation for the in-class demo on November 19, 2024.

• Complete the remaining UML diagrams for system documentation.

• Conduct a final review of the UI design to ensure alignment with user requirements.

• Conduct another use case interview to gather further details and refine project scope based
on user needs.

2.9 Week Report 9 (11/08/2024)
What We Did This Past Week
This past week, we started working on the Project Preliminary Design, focusing on the develop-
ment of our User Interface Design and System Architecture. We created some UML diagrams,
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including an Activity Diagram, but we still need to complete the remaining diagrams. Addition-
ally, we successfully set up our Mac environment, allowing us to begin coding our software.

What We Will Do Next Week
Next week, we hope to complete the rest of the UML Diagrams for the System Architecture and
begin preparing for our third presentation demo on November 19, 2024.

List of Action Items:

• Complete the development of all UML Diagrams

• Continue refining UI Design Development and create paper prototypes

• Advance work on System Architecture

• Prepare the presentation for the in-class demo on 11/19/2024

2.10 Week Report 8 (11/01/2024)
What We Did This Past Week
This week, we focused on developing several UML diagrams and troubleshooting to get our Xcode
environment up and running. We successfully acquired a Mac environment, allowing us to begin
coding.

What We Will Do Next Week
Next week, our team will focus on the Project Preliminary Design, which emphasizes user inter-
face design and system architecture. This phase will be instrumental in preparing us for our third
demo and in-class presentation.

List of Action Items:

• Begin working on Project Preliminary Design

• Work on Activity Diagrams, Package Diagrams, Class Diagrams, and Deployment Diagrams

2.11 Week Report 7 (10/24/2024)
What We Did This Past Week
This past week, we successfully presented our second in-class demo of the Project Specification
on October 24, 2024. This demo provided an opportunity to showcase our progress and gather
feedback from peers and instructors. Simultaneously, we have been working toward completing
our Requirements and Use Cases, a crucial step in finalizing our Project Concept Development
and Specification. These elements will ensure a clear understanding of the system’s functionality
and user interactions, which are vital for the project’s development moving forward. Additionally,
we have also set up a Mac environment in the lab, configuring all necessary tools and applications
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required for the project. This setup ensures that our development environment is fully operational,
allowing us to move forward efficiently with the implementation phase.

What We Will Do Next Week
Next week, our focus will be on further developing our user stories and creating the corresponding
UML diagrams to better define the system’s architecture and user interactions. These elements will
help solidify our understanding of our project’s functionality from both a technical and user per-
spective. Additionally, we aim to strengthen our connection with the visually impaired community
— our primary user base. We plan to gather more insights and feedback by engaging with potential
clients, allowing us to refine our user stories and ensure the system meets their needs effectively.
This feedback will be invaluable as we continue shaping the direction of our project.

List of Action Items:

• Complete requirements

• Complete use cases and diagrams

• Develop user stories

2.12 Week Report 6 (10/17/2024)
What We Did This Past Week
This past week, our team worked on the Requirements chapter and added a Glossary to our report
document. We outlined key stakeholders, focusing on user requirements and system requirements.
We also had a second use case interview with our client to further develop user needs and refine
the requirements.

What We Will Do Next Week
Next week, we will continue working on the Project Concept Development and Specification,
where we will complete our second in-class presentation on October 24th and the Requirements
and Use Case chapters. We will finish writing our main system requirements and then move on to
non-functional and domain requirements.

List of Action Items:

• Complete Project Concept Development and Specification

• Complete second in-class demo presentation

• Work on use case diagrams and use case descriptions

2.13 Week Report 5 (10/10/2024)
What We Did This Past Week
This past week, our team made significant progress on our project. We successfully submitted our
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proposed budget, outlining the necessary costs for hardware components, software tools, and other
essential resources. Additionally, we organized our project management tools, opting to use Jira to
track issues instead of GitHub due to its detailed project management functions, such as enhanced
issue tracking and team coordination features. We also gave our first in-class presentation, where
we introduced our project idea, the problem we aim to solve, and our development plan, including
key milestones and team roles. The feedback we received during the presentation was valuable and
will help guide our next steps as we move into the requirements phase.

What We Will Do Next Week
Next week, our primary focus will be on several key tasks essential to advancing the project. We
plan to add a glossary to the report to ensure consistency and clarity in terminology. Additionally,
we will complete the detailed project requirements chapter, specifically outlining key stakeholders,
focusing on user requirements, system (constraints) requirements, non-functional (quality) require-
ments, and domain (business) requirements. Another important task for next week is to schedule
and conduct a second use case interview with our clients to gather more insights into user needs
and refine the requirements further.

List of Action Items:

• Add a detailed Glossary to report

• Complete detailed Requirements (Project Concept Development and Specification)

• Determine further User Requirements

Any Issues and Risks (and what’s being done about them):

• One potential issue we are currently facing is ensuring that we accurately capture the needs
of our visually impaired users during the requirements gathering phase. Misinterpreting their
needs could lead to design flaws that affect the system’s usability. To mitigate this, we are
conducting multiple use case interviews and working closely with our clients to validate the
gathered information and adjust as necessary.

• Additionally, managing budget constraints could become a challenge if unforeseen expenses
arise. To address this, we are closely monitoring our spending and ensuring that all hardware
purchases remain within the allocated budget.

2.14 Week Report 4 (10/03/2024)
What We Did This Past Week
This week, we finalized the Development Plan for our project, creating a thorough and detailed
overall strategy. Additionally, we prepared a presentation for our first demo, which we presented
in class on October 3, 2024. The presentation covered our overall project mission, identified key
constraints and drivers, and showcased some use cases along with an activity diagram.
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What We Will Do Next Week
Next week, our team will focus on several key tasks to advance our project. We will complete
the Requirements phase by identifying key stakeholders and gathering user requirements to ensure
we fully understand the needs of our target audience. Additionally, we will create an itemized list
of hardware and materials needed for budget approval, laying the groundwork for our project’s
resource allocation. To further refine our understanding of user needs, we plan to conduct addi-
tional use case interviews. We will also begin developing the first iterations of essential diagrams,
including use case diagrams, activity diagrams, and an architecture diagram, to visually represent
our project’s structure and workflows.

List of Action Items:

• Complete Requirements, identifying key stakeholders and user requirements

• Create an itemized list of hardware and materials needed for budget approval

• Conduct further use case interviews to ensure user requirements and needs

• Start developing the first iterations of diagrams, such as use case diagrams, activity diagrams,
and architecture diagram

Any Issues and Risks (and what’s being done about them):

• Risk: Conflicting User Needs - Different users within the visually impaired community may
have varying and potentially conflicting needs, making it challenging to prioritize features.

– Mitigation: We will analyze feedback from user interviews to identify common themes
and prioritize the most critical needs. A user advocacy role within our team will ensure
that the focus remains on delivering value to the end users.

• Risk: Technical Challenges - Integration of various hardware components and software
systems may present unexpected technical challenges that could delay progress.

– Mitigation: We will conduct thorough research and testing of hardware and software
compatibility early in the development phase. Regular brainstorming sessions will
encourage team collaboration to troubleshoot issues as they arise.

• Risk: Budget Constraints - A limited budget and approval time may restrict our ability to
procure necessary hardware and materials in time, impacting the project’s development.

– Mitigation: We will prioritize essential items on our itemized budget list and seek
to minimize costs through creative solutions, such as utilizing available resources on
campus.
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2.15 Week Report 3 (09/27/2024)
What We Did This Past Week
This past week, we began working on our project’s development plan and first presentation slides
that covers our overall project mission, key drivers, key constraints, and our overall development
plan. In preparation for our first presentation, we began creating slides that outline these com-
ponents, ensuring clarity in our approach and goals. To refine the project’s scope and determine
the best course of action, we consulted with Professor Lu Xiao, drawing insights from a previous
LiDAR-based project. This communication has helped us better understand the challenges and
opportunities ahead, enabling us to define a clear direction for the project. We also interviewed a
visually impaired student in order to gain more information and understanding of the needs and
use cases of the visually impaired community. This interview provided valuable insights into their
experiences and specific requirements, which helped us identify key features and functionalities to
incorporate into our project. By gaining a deeper understanding of their perspectives, we are better
equipped to design solutions that truly meet the needs of the visually impaired community.

What We Will Do Next Week
Next week, we plan to finalize both the Development Plan and the presentation, ensuring that all
elements align with the project’s mission and scope. This will provide a solid foundation as we
move forward with the project.

List of Action Items:

• Complete Development Plan

• Complete first presentation slides

• Further enhance Github issues and Kanban board with more thorough details

Any Issues and Risks (and what’s being done about them):

• Risk: As we incorporate insights from our interview with the visually impaired student, there
is a risk of expanding our project objectives beyond what was initially agreed upon. This
could lead to additional features being added that may not be feasible within our timeline or
resources.

– Mitigation: Schedule regular check-ins to review project progress and discuss any new
insights or feedback received. This will allow the team to evaluate whether these in-
sights align with the original project goals or if adjustments are needed.

• Risk: While the feedback from the visually impaired student is invaluable, there may be
conflicting needs among different users within the visually impaired community. Prioritizing
which features to implement based on this feedback could be difficult.

– Mitigation: Conduct interviews with a diverse range of visually impaired individuals
to gather a broader spectrum of feedback. This includes users with varying degrees of
impairment, different age groups, and diverse experiences with technology.
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– Organize and categorize feedback into themes, such as accessibility, usability, and func-
tionality. This helps identify which features are universally desired and which are more
specific to individual preferences.

2.16 Week Report 2 (09/20/2024)
What We Did This Past Week
This week, we added a Team Declaration chapter to our project document, finalizing our team
name, listing all team members, and outlining the project proposal. Additionally, we completed a
detailed mission statement, defined the key drivers behind our project, and outlined the key con-
straints. We also set up a GitHub repository and a Kanban board to assign specific tasks to each
team member and effectively track the project’s status and progress. Finally, we interviewed a
potential client which gave us further insight into the issue that we are attempting to solve and a
clearer direction on our product.

What We Will Do Next Week
Next week, we will begin working on our development plan, which includes finalizing roles and
responsibilities for each team member, such as Development Lead, Testers, Documentation Lead,
and more. We will also create a detailed software development method, outlining the software tools
we will use (languages, operating systems, code conventions), hardware requirements, backup
plan, review process, build plan, and modification request process. Additionally, we will finalize
our workspaces, establish communication and meeting plans, create project timelines, and define
our testing policy to ensure smooth project progression. There is also a Demo 1 presentation
in class on October 3rd that we will begin brainstorming and preparing for. We will prepare a
20-minute presentation to cover our overall project mission, key drivers, key constraints, and our
overall development plan.

List of Action Items:

• Finalize Roles and Responsibilities

• Develop Software Development Method

• Finalize Workspaces and Communication Plans

• Set Timelines

• Define Testing Policy

• Prepare for Demo 1 Presentation (October 3rd)

Any Issues and Risks (and what’s being done about them):

• Risk: One of the key issues we encountered was the scope of our project being too large, par-
ticularly with the development of a glove component (that would replace the traditional cane
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for visually impaired users). This aspect of the project presents significant challenges due to
the lack of access to specialized hardware and our team’s limited experience with hardware
development. After consulting with the professor, we recognized that trying to complete this
part of the project within our current resources and time frame would be difficult. As a result,
we are considering to narrow the scope and build on a similar project from a previous year
to ensure feasibility as a backup.

– Mitigation: This adjustment mitigates the risk of overextending our resources and al-
lows us to focus on areas where we can make meaningful progress, while still delivering
a functional and impactful solution for our users. We will need to remain mindful of
the revised project scope and timeline to avoid similar issues in the future.

2.17 Week Report 1 (09/12/2024)
What We Did This Past Week
This past week, we completed the finalization of our team members, ensuring that everyone is
enrolled in the same class sections. We also solidified our senior design project idea and set up the
necessary tools for collaboration. This included creating and sharing the Overleaf document and
GitHub repository with all team members. Additionally, we finalized our communication channels
to ensure efficient coordination throughout the project.

What We Will Do Next Week
Next week, we will focus on adding a Team Declaration chapter to our project document. This
will include defining our team name, listing all team members, and providing a few paragraphs
outlining our project proposal. We will also begin working towards our first project milestone,
which will focus on 3 key components: the mission statement, key drivers, and key constraints.

List of Action Items:

• Create team name

• Outline detailed project proposal

• Define mission statement, key drivers, and key constraints

• Finalize GitHub Repository; setting up specific tasks for each team member and a Kanban
board

Any Issues and Risks (and what’s being done about them):

• Risk: Skillset Alignment and Utilization - It may take time to fully understand each team
member’s diverse technical and business skills, leading to delays in task assignment or inef-
ficient use of individual strengths.

– Mitigation: Discuss everyone’s skills early on to identify each member’s strengths and
areas of expertise. Assign tasks based on those strengths, ensuring that both technical
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and business skills are leveraged effectively. Regular team meetings can help adjust
task prioritization based on team capabilities and project needs.

• Risk: Project Scope - The project could become too ambitious, with certain features (e.g.,
Deep SLAM or real-time app integration) extending beyond the available time or resources).

– Mitigation: Prioritize key deliverables and break the project into manageable phases.
Focus on a minimal viable product (MVP) first, then expand functionality.
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Proposed Budget
– Neeti Mistry

3.1 Introduction
This chapter outlines the estimated budget required for the development of the Cognitive Assis-
tance with LiDAR Localization (C-ALL) project. The budget includes both hardware and software
components necessary to build the prototype and perform initial testing and development. The
items listed here reflect costs for Phase 1 of the project.

3.2 Budget Breakdown
This section will list the specific items needed and their corresponding costs. It is broken down
into categories such as hardware, software, and materials, as shown below:

Hardware:

• iPhone 12 Pro (for testing): $350

• Battery: $21

• Triple Axis Compass Magnetometer Sensor Module 3.3V 5V for Arduino and Raspberry Pi:
$12

• Rasberry pi 4: $120

• Limit Switches: $6

• Breadboard Kit: $9

• Wires: $14

• Prototype Materials (Glove): $10

• Servo Motors: $21
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3.3 Total Estimated Budget
This section will summarize the total cost estimate for the initial phases of the project.

Total Estimated Budget: $532.53

The following link presents a detailed breakdown of the budget items and their costs in a table.
This includes hardware materials, with relevant links, that are necessary for the first phase of de-
velopment. The spreadsheet is also linked for further details.

Spreadsheet Link
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Team Declaration
– Ahmad Shah, Neeti Mistry, Sara Gaber, and Sohan Chatterjee

4.1 Team Name and Team Members
Team Name: Cognitive Assistance with LiDAR Localization (C-ALL)

Team Members:

• Ahmad Shah

• Neeti Mistry

• Sara Gaber

• Sohan Chatterjee

4.2 Project Proposal
The Cognitive Assistance with LiDAR Localization (C-ALL) project aims to create an assistive
navigation system for visually impaired individuals, leveraging LiDAR technology, a wearable
haptic feedback device (hardware), and a mobile application. The system is designed to provide
real-time obstacle detection, route guidance, and enhanced mobility, enabling users to navigate in-
dependently and confidently in various environments. This project addresses the lack of affordable
and effective assistive technologies, offering an innovative solution that enhances accessibility and
independence. The final deliverable is a fully functional prototype of the C-ALL system, including
a mobile application, LiDAR integration, and a wearable feedback device.

4.3 Mission Statement, Key Drivers, and Key Constraints
Mission Statement:

The mission of the C-ALL (Cognitive Assistance with LiDAR Localization) project is to de-
velop an innovative assistive technology solution that empowers visually impaired individuals to
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navigate their surroundings with greater independence and confidence. By integrating advanced
LiDAR technology, haptic feedback, and mobile applications, we aim to create an accessible, re-
liable, and user-friendly product that provides real-time spatial awareness. Our goal is to address
a critical business need in the assistive technology market, enhancing mobility solutions and im-
proving the quality of life for individuals with visual impairments. We intend to deliver a scalable
product that can be further developed for broader commercial use, ensuring both technical innova-
tion and societal impact.

Key Drivers:
The development of C-ALL (Cognitive Assistance with LiDAR Localization) is driven by the

need to provide enhanced mobility solutions for visually impaired individuals. Current assistive
technologies often rely on limited sensory input or cumbersome devices, leaving significant room
for improvement in terms of user experience, accuracy, and real-time feedback. The increasing
affordability and accessibility of LiDAR technology, combined with advancements in mobile ap-
plications and audio feedback, present a unique opportunity to offer a more intuitive and effective
solution.

Our motivation stems from a desire to bridge this technological gap and address a pressing so-
cietal need. By leveraging different technologies, we aim to empower visually impaired individuals
to navigate their environments with greater confidence, independence, and safety. The potential
to impact lives in meaningful ways, combined with the opportunity to innovate in the assistive
technology space, drives our commitment to this project.

Key Constraints:
The development of C-ALL (Cognitive Assistance with LiDAR Localization) faces several

constraints that must be carefully managed to ensure the project’s success. These constraints in-
clude technical and user-specific limitations, all of which shape the project’s scope and feasibility.

Technical Limitations: One of the primary constraints is the computational complexity of pro-
cessing LiDAR data in real-time. LiDAR sensors generate large volumes of point cloud data that
require significant processing power to convert into a simplified 3D representation. In our current
set-up, we plan to offload data processing to a central server during testing, but in the final product,
the system will need to rely on more compact, affordable hardware. Balancing processing speed
and accuracy within the constraints of limited hardware resources (such as mobile processors or
compact GPUs) will be a significant challenge.

Additionally, integrating multiple components—LiDAR sensors, hardware device, and mo-
bile applications—requires seamless communication. Latency and synchronization issues between
these components could lead to inaccuracies in real-time navigation. We must ensure that the
system maintains low latency while processing data and communicating feedback, especially in
complex environments.

User Experience and Accessibility: Designing an intuitive and user-friendly interface for vi-
sually impaired users is another constraint. The product must accommodate the diverse needs of
users with varying degrees of visual impairment, and any misalignment in the interface or haptic
feedback system could lead to confusion or errors. The mobile application, for instance, must
comply with accessibility standards and provide seamless interaction through voice commands or
other assistive technologies.
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Time Constraints: Time management is a significant factor in this project. The development
timeline for our senior design project is limited, and achieving all technical milestones within this
time frame requires careful planning. Prototyping, testing, and iterating the product to meet the
necessary performance and reliability standards will need to be done efficiently. Any delays in one
area (e.g., hardware procurement, software development, or testing) could push back our progress
and affect the overall project delivery.
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Development Plan
– Ahmad Shah, Neeti Mistry, Sara Gaber, Sohan Chatterjee

5.1 Introduction
The C-ALL (Cognitive Assistance with LiDAR Localization) project aims to develop an innova-
tive assistive technology solution that empowers visually impaired individuals to navigate their
surroundings with greater independence and confidence. The product consists of a wearable de-
vice mounted on a glove, a mobile application developed for iPhone, and a back-end computation
system. By integrating advanced LiDAR technology, haptic feedback, and mobile applications,
we aim to create an accessible, reliable, and user-friendly product that provides real-time spatial
awareness.

We are addressing the lack of effective navigation tools that provide real-time obstacle avoid-
ance and directional guidance for visually impaired individuals. Our success criteria include devel-
oping a functional prototype that allows users to navigate a straight path while avoiding obstacles,
providing directional feedback through the glove-mounted device, and enabling users to input de-
sired destinations for navigation. Key supporting documents include the Requirements Document,
Architecture Review Document, and User Interface Design Specifications.

5.2 Roles and Responsibilities
1. Development Lead - Ahmad Shah

• Responsibility: Oversee development and lifecycle

2. Buildmeister - Sohan Chatterjee

• Description: Make sure programs and tools used by Developers are able to effectively
transfer data and communicate without having software issues.
Ex) Make sure everyone is using the same versions of coding languages, document
necessary packages used and required for each program to run in program documenta-
tion as an “install executable.”
(You can make a script automatically download required pip installs so team members
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don’t need to worry about having the right versions for each software).
Also handle battery and power distribution to systems created by Ahmad Shah (Devel-
oper) and Sara Gaber (Developer).

3. Architect - Sara Gaber

• Responsibility: Design overall system structure

• Description: Will ensure that the architecture of the system and tools used fits the
project’s needs. We want to make our project solution cost effective. When other
Developers use packages to make their respective projects, the Architect will find al-
ternatives that would be more efficient.

4. Developers - Ahmad Shah, Sohan Chatterjee, Sara Gaber

• Ahmad Shah: Utilize LiDAR sensor

• Sohan Chatterjee: Acquire access to LiDAR sensor from iOS and research appropri-
ate view field of LiDAR sensor.
(What would be optimal? Do we need to see items on the floor? How much to the floor
should it see? How high should it see? How are you going to tackle user height?)

• Sara Gaber: Create the interactive glove interface. The method of translating the
information to the user will be up to Developer’s discretion.

5. Test Lead - Sohan Chatterjee

• Responsibility: Lead Testing Team

6. Testers - Neeti Mistry, Sohan Chatterjee

• Responsibility: This team will focus on testing the applications developed by the De-
veloper team. Testers will also find edge cases and apply stress testing, accounting for
best and worst case scenarios. In addition, they will analyze the code to make it opti-
mal and keep it as efficient as possible. Testers will coordinate with the Modification
Request Board, appropriately.

7. Documentation - Neeti Mistry

• Responsibility: This role is essential for ensuring that all aspects of the project are
accurately recorded and communicated. This includes creating and maintaining com-
prehensive documentation for project requirements, design specifications, user feed-
back, and development processes. The team will be responsible for drafting diagrams,
guides, and progress reports, facilitating clear communication among team members
and stakeholders. They will also ensure that all documentation adheres to industry
standards and is easily accessible to all project participants, thereby supporting project
transparency and continuity.

8. Documentation Editor - Neeti Mistry
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• Responsibility: Add substance, detail, and demonstrative diagrams to enhance project
report quality.

9. Designer - Sara Gaber

• Responsibility: The Designer will design the structure and design of the final product,
focusing not only on functionality, but style and option variability. The Designer will
also create a front-end website showcasing the product.

10. User Advocate - Neeti Mistry

• Responsibility: Represent the end user and their desires and needs, find flaws with the
product, and discover improvements.

11. Risk Management - Neeti Mistry

• Responsibility: Identify risks with the project and risks with marketability and current
competitors. Find how to make the product more appealing or unique.

12. System Administrator - Ahmad Shah

• Responsibility: The System Administrator plays a crucial role in managing and main-
taining the project’s technical infrastructure, ensuring optimal performance, security,
and reliability. Key responsibilities include configuring and managing servers and soft-
ware applications, monitoring system performance, and troubleshooting issues to min-
imize downtime. They are also tasked with user access management, implementing
backup and recovery processes, and providing technical support to team members. Ad-
ditionally, the System Administrator collaborates closely with the development team to
ensure system requirements align with project goals, while maintaining accurate docu-
mentation and implementing security measures.

13. Modification Request Board - Ahmad Shah, Sara Gaber

• Responsibility: Oversee requests from all roles and will document requests and im-
plications, as well as how it would affect project development from other roles. In
decisions that may be sensitive or would affect the project as a whole, communicate
with the Modification Request Board.

14. Requirements Resource - Neeti Mistry

• Responsibility: Responsible for gathering, analyzing, and documenting the project’s
functional and non-functional requirements. This role involves collaborating with stake-
holders, including users from the visually impaired community, to ensure that all needs
are accurately captured and understood. The Requirements Resource will create de-
tailed specifications that guide the development process, facilitating effective commu-
nication between team members and ensuring that the final product aligns with user
expectations. Additionally, they will prioritize requirements based on project goals and
constraints, helping to maintain a clear focus throughout the development lifecycle.
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15. Customer Representative - Neeti Mistry, Sohan Chatterjee

• Responsibility: The Customer Representative serves as the primary liaison between
the project team and the visually impaired community, ensuring that user needs and ex-
pectations are effectively communicated throughout the development process. This role
involves gathering feedback from users, advocating for their requirements, and provid-
ing insights on usability and accessibility. The Customer Representative will facilitate
user testing sessions and focus groups to validate features and gather constructive feed-
back, helping the team make informed decisions that enhance the user experience. By
maintaining open lines of communication with both users and the project team, they
play a vital role in aligning the project’s outcomes with the needs of the target audi-
ence.

16. Customer Responsible for Acceptance Testing - Neeti Mistry, Sohan Chatterjee

• Responsibility: The Customer Responsible for Acceptance Testing plays a critical
role in ensuring that the final product meets the expectations and requirements of the
visually impaired community. They are tasked with developing and executing accep-
tance test plans based on user needs and project specifications. They will collaborate
closely with the project team to define success criteria and identify key performance
indicators for the product. During the testing phase, they will facilitate user testing
sessions, gather feedback on functionality and usability, and document any issues or
discrepancies. By validating that the product aligns with user requirements, the Cus-
tomer Responsible for Acceptance Testing ensures that the final deliverable is not only
functional but also user-friendly and accessible.

5.3 Method
The methodology for this project integrates both software and hardware development processes
to create a robust and reliable solution. The following sections outline the software, hardware,
backup plans, review processes, and build strategies used throughout the development.

5.3.1 Software
1. Programming Languages:

• Swift (version 5.5) for iOS application development

• Python (version 3.9) for back-end computations

• Raspberry pi for microcontroller programming

2. Operating Systems:

• iOS 15 for the mobile application

• macOS Sequoia for development environment
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3. Software Packages/Libraries:

• GeoARKit framework for feature points

• CoreLocation framework for compass data

• CoreBluetooth framework for Bluetooth communication

4. Code Conventions:

• Swift code will follow the Swift API Design Guidelines

5.3.2 Hardware
1. Development Hardware:

• iPhone 12 Pro or newer with LiDAR capabilities

• MacBook Pro for iOS development

• Raspberry Pi

• Battery

• Servo motors for pointer control

• Sensor Module for Raspberry pi

• Limit switches

• Breadboard kit

• Wires

• Prototype Materials (Glove)

2. Test Hardware:

• Prototype glove with mounted device

• Use TestFlight for testing

3. Target/Deployment Hardware:

• Final glove-mounted device with optimized design

• iPhone with the deployed application

5.3.3 Backup Plan
In case of challenges with data transfer speed and processing capabilities, we have devised two
backup plans:

• Cloud-Based Computations: Utilize AWS cloud services to handle back-end computations,
enabling faster data transfer and scalability.
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• On-Device Computations: Perform all computations on the iPhone, leveraging its opti-
mized architecture for handling 3D depth maps.

Individual team members will maintain local backups, and we will use GitHub for version
control and collaboration.

5.3.4 Review Process
The review process is integral to ensuring the quality and effectiveness of our project deliverables.
We will conduct several types of reviews throughout the project lifecycle, including architecture,
usability, design, security, privacy, and code reviews. Each type of review will target specific
aspects of the project to guarantee that all components align with our project goals and user needs.

1. Types of Reviews

(a) Architecture Reviews: Assess the overall system architecture to ensure scalability and
alignment with project objectives

(b) Usability Reviews: Evaluate the user interface and experience to confirm that it meets
the needs of the visually impaired community

(c) Design Reviews: Examine design elements to ensure consistency and accessibility
across the application

(d) Security and Privacy Reviews: Analyze the system for vulnerabilities and compliance
with data protection regulations to safeguard user information

(e) Code Reviews: Conduct thorough evaluations of the codebase to identify issues, im-
prove code quality, and ensure adherence to coding standards

2. Review Approach: We will adopt a formal review process for architecture, usability, design,
security, and privacy assessments, utilizing established corporate standards where applicable.
Code reviews will follow a combination of formal and informal approaches, incorporating
peer reviews to foster collaboration and knowledge sharing among team members.

3. Responsibilities: The project manager will oversee the review process, ensuring that all
reviews are scheduled and conducted as planned. Each team member will be responsible
for their respective areas during the reviews, with designated leads for each type of review.
Any issues uncovered during the reviews will be documented and assigned to appropriate
team members for resolution, with follow-up reviews scheduled as necessary to confirm that
issues have been addressed.

4. Code Readings: Regular code readings will be incorporated into the review process to
promote transparency and collective understanding of the codebase among team members.
These sessions will allow team members to discuss code implementation, share best prac-
tices, and identify potential improvements in a collaborative setting.

By implementing a comprehensive review process, we aim to enhance the quality of our project
outcomes and ensure that we deliver a product that meets the highest standards of usability, secu-
rity, and performance.
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5.3.5 Build Plan
1. Revision Control System and Repository Used:

We will use GitHub for version control and Jira for project tracking and issue management.
All code changes will be committed to GitHub repositories, and Jira will be used to track
progress, manage sprints, and handle any reported issues or bugs.

2. Continuous Integration:
We will implement GitHub Actions for continuous integration (CI). Every time a pull request
is made, the system will automatically run unit tests, build the project, and check for code
quality issues. This ensures that every commit maintains the integrity of the build and passes
automated tests before merging into the main branch.

3. Regularity of the Builds:
Builds will occur daily, triggered automatically through the continuous integration system
(CI) or manually if major changes have been committed.

4. Deadlines for the Builds (Deadline for Source Updates):
First Iteration Deadline: December 13, 2024
Completed Project Deadline: End of April 2025

5. Multiplicity of Builds:
We will support multiple builds across different environments.
Development builds: For testing ongoing changes in a local environment
Staging builds: For pre-production testing, ensuring features are stable before moving to
production
Production builds: For deployment to the final product environment, ensuring the application
is in a stable state

6. Regression Test Process (See Test Plan):
The regression test process will be integrated into the continuous integration system, where
a suite of automated tests will be executed after every build. These tests will ensure that new
changes do not introduce any bugs or break existing functionality. If any regression issues
are found, they will be reported and tracked in Jira, and the team will resolve them before
the changes are merged into the main branch.

5.3.6 Modification Request Process
1. MR Tool: GitHub Pull Request Tool

2. Decision Process:
The decision process will involve a Modification Request Board consisting of Ahmad Shah
and Sara Gaber. When a team member submits a pull request, the board will review the
changes, assess their impact on the overall project, and determine whether the modification
aligns with project goals and architecture. The board will consider factors such as:
- Compatibility with the current system architecture

Chapter 5 ©Stevens – February 13, 2025 – Do Not Distribute! 33



Chapter 5
Development Plan

– Ahmad Shah, Neeti Mistry, Sara Gaber, Sohan Chatterjee 34

- Potential risks introduced by the modification
- Code quality, maintainability, and scalability
- Alignment with user requirements and project constraints

3. State whether there will be two process streams one during development and one after de-
velopment:
Yes, there will be two process streams.
During Development: The modification requests will follow the regular GitHub pull request
review process, with the board conducting frequent checks to ensure development timelines
are maintained. Urgent modifications will be prioritized to avoid blocking other tasks.
After Development (Post-Launch): A separate process stream will be established for post-
development modifications. In this phase, the Modification Request Board will convene less
frequently (biweekly) to handle any bug fixes, feature enhancements, or patches. Priority
will be given to critical bug fixes and security updates. Each modification will also undergo
thorough regression testing to ensure that no unintended side effects occur in the stable re-
lease.

5.4 Virtual and Real Workspace
Our team utilizes both a physical and a virtual workspace to effectively collaborate on our Senior
Design Project. The real workspace is the Software Engineering Lab, where our section meets
twice a week on Tuesdays and Thursdays. This in-person collaboration allows us to discuss the
project face-to-face, troubleshoot issues, and review our progress in real time. For our virtual
workspace, we leverage multiple tools:

• Discord for virtual meetings and quick communication. It allows us to stay connected outside
of class hours and hold discussions remotely.

• GitHub to manage and track our code and documents. Using GitHub, we maintain ver-
sion control, ensure that everyone is working with the latest code, and review each other’s
contributions.

• We also use Jira for effective project management and to track our project’s tasks and
progress, assigning responsibilities, setting deadlines, and managing workflows. It helps
us stay organized with clear visibility of project milestones, team contributions, and any
blockers, ensuring effective collaboration and timely completion of deliverables.

• Google Drive to share presentations and other documents. While it doesn’t offer the highest
level of privacy, it’s sufficient for our needs as a university project, enabling us to collaborate
on slides and written documents efficiently.

• Overleaf and LaTeX for preparing our professional project reports and documentation. Over-
leaf allows us to collaborate on LaTeX-based documents, ensuring professional formatting
and easy version tracking for all our reports and technical documents.
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This combination of real and virtual workspaces ensures that we can collaborate effectively, whether
we are meeting in person or working remotely.

5.5 Communication Plan

5.5.1 Heartbeat Meetings
The “heartbeat” meetings are a crucial component of our project management strategy, designed
to regularly assess the project’s status and foster team collaboration. These meetings are typically
held on a weekly basis, ideally scheduled for the early part of the day to ensure that team members
can engage without the distractions of their daily responsibilities.

Each meeting follows a structured agenda that includes brief updates from each team member,
followed by a review of open issues and potential risks facing the project. To maintain efficiency
and keep discussions on track, meetings are designed to be concise, lasting no longer than thirty
minutes. After each session, notes summarizing key discussions, action items, and decisions are
distributed to all relevant team members. Additionally, issues raised during the meetings are sys-
tematically tracked and revisited in subsequent sessions to ensure accountability and drive contin-
uous improvement.

5.5.2 Status Meetings
Status meetings are strategically designed to provide the entire team with a clear overview of the
project’s progress and current status. Unlike the more frequent heartbeat meetings, status meetings
are held less often, ideally on a biweekly basis, depending on the project’s current needs. The
primary focus of these meetings is to deliver concise updates on milestones achieved, resource
utilization, and overall project progress.

These meetings are structured to be short and to the point, ensuring that everyone receives the
necessary information without excessive detail. Each session typically includes brief overviews
from each project lead who summarize their areas of responsibility, highlights achievements, and
outlines any potential challenges. If any issues arise during the updates that require deeper dis-
cussion or problem-solving, these will be addressed in separate meetings specifically dedicated to
issue resolution, ensuring that status meetings remain focused on high-level project insights.

By maintaining this format and periodicity, status meetings serve as an effective communica-
tion tool, keeping our team informed while allowing us to focus on our day-to-day operations and
immediate challenges.

5.5.3 Issues Meetings
Issues meetings are important for addressing problems that arise during the project lifecycle, en-
suring that the team is kept informed and involved in finding solutions. It is essential to avoid
surprising the rest of the team with unexpected challenges; therefore, if a problem is identified,
a meeting should be scheduled at the earliest convenience of the manager to discuss the issue in
detail.

Chapter 5 ©Stevens – February 13, 2025 – Do Not Distribute! 35



Chapter 5
Development Plan

– Ahmad Shah, Neeti Mistry, Sara Gaber, Sohan Chatterjee 36

Alerts regarding potential issues will typically arise during the heartbeat meetings, where team
members can present updates and highlight any challenges encountered. If a concern is deemed
significant enough to warrant immediate attention, the team will collectively determine the need
for an issues meeting. This decision will be based on the severity of the problem, its impact on
project timelines or deliverables, and the urgency of the required resolution.

Once an alert is triggered, the issues meeting will be convened with relevant stakeholders,
including key team members, to ensure a collaborative approach to problem-solving. During this
meeting, the team will present the context of the issue, discuss possible solutions, and develop
a clear action plan to mitigate the problem. By establishing this structure, we ensure that issues
are addressed promptly and effectively, maintaining transparency and fostering a proactive project
management environment.

5.6 Timeline and Milestones
September 3, 2024 to October 3, 2024: Determine project scope, potential solution, clients, and
business objective. Define a problem and a plan to resolve it. Prepare a project proposal including
mission statement, key drivers, and key constraints.

October 3, 2024 to October 31, 2024: Begin initial design of hardware and determine what
needs to be bought/created. Weigh out options, alternate solutions, and devise multiple iterations to
understand how to proceed according to the project mission. Select a hardware design to continue
with and begin planning to build for initial prototype.

October 10, 2024 to October 31, 2024: Begin initial design of mobile application that uses
LiDAR technology from iPhone. Explore how data is gathered and relayed, and how this can be
used to accomplish the scope of the project. Determine features of the mobile application and what
will be essential to show for best user experience.

October 31, 2024 to November 26, 2024: Finalize first prototypes of both hardware and soft-
ware, separately. Implement necessary features to determine if solution is viable and should be
continued on. Build a working piece of hardware and a full mobile application that meet signifi-
cant requirements (version 1.0.0).

November 19, 2024 to December 13, 2024: Connect hardware to software. Use LiDAR from
mobile application to control and direct hardware feedback. Establish communication between the
two parts.

December 13, 2024 to January 21, 2025: Test initial prototype and gather data on results. Test
all use cases, edge cases, and fail cases. Continue improving hardware and software according to
test results. Begin designing second prototype and next big update for software.
Critical Participants: potential clients.

January 21, 2025 to February 4, 2025: Build second prototype and version 2.0.0 of software.
Resolve any major issues found during testing period. Speed up communication between hardware
and software.

February 4, 2025 to February 18, 2025: Test second prototype and version of software, gather
data, and draw conclusions. Determine next steps for both hardware and software and plan to
implement any missing key features.
Critical participants: potential clients
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February 18, 2025 to March 4, 2025: Build final prototype and continue to improve software.
Address all bugs and issues within hardware, software, and firmware. Refine product to be efficient
and easy to use.

March 4, 2025 to April 25, 2025: Further refine final prototype and version of software. Final-
ize all documentation related to the project. Continue testing with potential client(s). Prepare for
Innovation Expo and final submissions.
Critical participants: potential clients

5.7 Testing Policy/Plan
We will be conducting various tests in each phase of our development and employing a variety of
testing methodologies. The three listed below will be our focus.

1. Unit Testing: We will conduct testing of our individual use cases. The use cases to be tested
will represent various requirements outlined. We will then generate a set of unit tests for
each use case to ensure that our requirements are met for each phase of the development.

2. Integration Testing: Due to the reliance of the communication between software and hard-
ware components, we will be conducting constant integration testing. Each phase of our
development will test how our different components interact.

3. Acceptance Testing: The product is meant to help improve the lives of visually impaired
people and thus we must conduct acceptance testing with our prototype. We plan to show
our prototype at several stages to a group of visually impaired individuals, and allow them
to use it for themselves when applicable, to generate constant feedback on the acceptance of
the product by the client base.

Our integration testing will begin as soon as we are working with multiple components of our
project and will be vital. Unit testing will begin immediately and occur at the end of each phase of
our build plan.

5.8 Risks
There is some risk to the project due to the development of new hardware. We do run some risks
in the communication of the navigation hardware with our logic. To mitigate this we are using the
LiDAR included within newer iPhone models since there are existing APIs and frameworks for it.
The hardware we are developing for translating direction to sensory output is a large area of the
risk since developing this hardware comes with its own firmware issues. Therefore we will start
developing this first so if there are major problems with this idea they are found early on.

5.9 Assumptions
We are assuming that we will be only relying on our group members for all work. We also are
assuming that the budget for our hardware components will be covered by Stevens Institute of
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Technology. We are assuming that we will be able to work on this project from September through
April. We assume that during December to January there will be a slow in productivity due to time
off.

5.10 Distribution List
• Professor David Darian Muresan

• Stakeholders

– Potential visually impaired clients

– Hospitals and medical specialists

– Insurance companies

– Caregivers and family members

– Nonprofit organizations

– Device manufacturers

• Potential Investors

– Government agencies

– Lawmakers

– Regulatory bodies

– Medical technology companies

5.11 IRB Protocol
Our project does not require an IRB application. Any interviews or testing involving human sub-
jects will be conducted in an educational setting, following protocol, and will not put subjects
at risk of privacy issues, and their consent will be required to continue with their involvement.
Participants will be given full transparency about the project and documentation.

U.S. Department of Health and Human Services (HHS) exemptions 45 CFR 46.104(d)(1), 45
CFR 46.104(d)(2)(ii), and 45 CFR 46.104(d)(3) apply.

5.12 Worry Beads
The current worry is being able to complete the entire project by April. This is a large task and
we have been warned by two professors that it may be too big of a task considering the need for
hardware and our lack of experience in that regard. We plan to have a functional piece of hardware
for our first prototype in 4-6 weeks from now (November 1, 2024) to prove to ourselves that we
can accomplish this difficult task and keep us on track of our timeline.
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Another worry is the communication between our mobile application and our hardware. We
do not doubt our programming abilities, but this project requires server communication and cloud
integration which is new to us. We worry about the efficiency of our product and hope that there is
little to no delay in the communication between the LiDAR sensor and hardware.

5.13 Documentation Plan
Our documentation plan begins with our Weekly Reports (Chapter 2). Each week, we document
everything related to our project from internal meetings to initial plans to implementation. These
weekly reports contain the most up-to-date status of our project including designs, progress, and
future plans. Beyond the weekly reports, we are to document any interviews with clients regarding
our product. We will also document user stories and use cases as they come up, dependent on our
design and future prototypes. As we continue with this project, we plan to document all of our steps
to clearly outline our thought and build processes, including failures and reasoning for change of
directions that may occur. We plan to document our various test cases and future improvements
based on the results to visualize the timeline of our project.

5.14 Other

5.14.1 Stakeholder Engagement
Active engagement with stakeholders, including the visually impaired community, is crucial for
gathering valuable feedback and ensuring that the final product meets their needs. Regular com-
munication with stakeholders helps to build trust and keeps them informed about project devel-
opments. We will be in regular communication with our stakeholders as part of our acceptance
testing and requirement and use case generation.
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6.1 Introduction
Our project focuses on addressing the challenges faced by visually impaired individuals when nav-
igating public spaces. Despite advancements in assistive technologies, there is still a significant
gap in providing efficient and accessible solutions for real-time navigation. Many existing tools
lack precision, accessibility, or adaptability to different environments, leaving users dependent on
external assistance or limited in their independence.

To solve this problem, we are developing an innovative navigation system that provides real-
time guidance to visually impaired users. Imagine a visually impaired user who frequently com-
mutes in busy urban environments. With our system, the user will be able to navigate through
complex spaces such as train stations, shopping malls, or universities with ease. The system will
offer audio cues, haptic feedback, and route suggestions to help the user avoid obstacles, follow
safe paths, and reach their destination independently.

This chapter will outline the requirements of the system, ensuring that the needs of the visually
impaired are met through a functional, reliable, and accessible solution that significantly enhances
mobility.

6.2 Stakeholders
Stakeholders are individuals or groups that have an interest in the development and outcomes of
the project. They are essential for gathering requirements, providing insights, and ensuring that
the system meets the needs of those it impacts. The following are key stakeholders involved in our
project:

• Visually Impaired Clients: The primary users of our product, their feedback and experiences
are vital for shaping the design and functionality of our solution. Engaging with this com-
munity will help us understand their specific needs, preferences, and challenges, ensuring
that our project effectively addresses their requirements.
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• Healthcare Professionals: This group includes medical specialists, therapists, and caregivers
who work directly with visually impaired individuals. Their insights will help us understand
how our product can integrate into existing care frameworks and support the rehabilitation
process for users.

• Nonprofit Organizations: Organizations that advocate for the visually impaired can provide
valuable resources, information, and support in reaching our target user base. Collaborating
with these groups will enhance our understanding of the community’s needs and ensure that
our product aligns with broader goals in accessibility and inclusivity.

• Insurance Companies: As potential stakeholders in the financial support and accessibility of
our product, insurance companies can offer insights into the reimbursement process for assis-
tive technologies. Understanding their policies can help us position our product effectively
in the market.

• Device Manufacturers: Partnerships with manufacturers of assistive technology can facilitate
access to resources and expertise necessary for hardware development. Their involvement
can also ensure that our solution is compatible with existing devices and technologies.

6.2.1 Customers
The primary customers of this project are visually impaired individuals who seek to enhance their
independence and improve their quality of life through technology. This demographic includes
people of various ages and backgrounds who may rely on assistive devices to navigate their envi-
ronment, access information, and engage with the world around them.

These users utilize our system to address specific challenges they face in daily life, such as:

• Navigation: Visually impaired users often struggle with spatial awareness and orientation.
Our system provides real-time assistance and guidance to help them navigate safely and
efficiently in both familiar and unfamiliar settings.

• Accessibility: The product aims to enhance the accessibility of information, which can em-
power them to participate more fully in educational, professional, and social environments.

• Independence: By offering solutions that promote self-sufficiency, users can perform tasks
that might otherwise require assistance, thereby increasing their confidence and autonomy.

• Social Interaction: The system can also facilitate communication and social interactions,
helping visually impaired individuals connect with peers and participate in community ac-
tivities.

Overall, our customers are visually impaired individuals seeking innovative solutions to improve
their daily experiences, fostering a more inclusive and supportive environment.
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6.2.2 Sponsors
Sponsors are individuals or organizations that provide financial support, resources, or strategic
guidance to the project. In the context of our product designed to assist visually impaired individ-
uals, our primary sponsor is Stevens Institute of Technology.

As our main sponsor, Stevens provides essential funding and a designated budget for acquiring
the necessary hardware and resources for the project. This support enables our team to access
the technology and materials needed to develop a functional and effective solution for visually
impaired users. The university also fosters a collaborative environment, offering mentorship and
expertise from faculty members, which is crucial in guiding the project towards its objectives.

6.2.3 Engineering and Technical Persons
Engineering and technical personnel play a crucial role in the design, development, and imple-
mentation of the system aimed at assisting visually impaired individuals. Their expertise ensures
that the product is not only functional but also aligns with user needs and industry standards. Key
stakeholders in this category include:

• Software Engineers: Responsible for developing the software components of the system,
software engineers will design user-friendly interfaces and ensure the application operates
smoothly across various devices. Their skills in programming languages, frameworks, and
best practices in accessibility will be vital in creating a solution that is intuitive for visually
impaired users.

• Hardware Engineers: Focused on the physical aspects of the project, hardware engineers
will design and test the hardware components necessary for the system. This includes se-
lecting sensors, audio output devices, and other assistive technologies that enhance the user
experience. Their expertise will ensure that the hardware is robust, reliable, and optimized
for the intended environment.

• User Experience (UX) Designers: UX designers will work closely with the target audience
to gather feedback and insights. They will create prototypes and conduct usability testing to
ensure that the system is accessible and meets the specific needs of visually impaired users.
Their focus on user-centered design will be crucial in enhancing the overall functionality and
satisfaction of the end-users.

• Project Managers: Overseeing the entire project, project managers will coordinate between
different engineering and technical teams, ensuring that the project stays on schedule and
within budget. They will facilitate communication, manage risks, and ensure that all techni-
cal aspects align with the project’s goals.

By collaborating effectively, our team can ensure that the project is not only innovative but also
practical and responsive to the needs of visually impaired individuals.
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6.2.4 Regulators
Regulators are essential stakeholders that ensure the project complies with relevant laws, standards,
and guidelines. Their role is critical in maintaining safety, accessibility, and ethical considerations
in the development of products for visually impaired individuals. Key regulatory considerations
for this project include:

• Accessibility Standards: Compliance with national and international accessibility standards,
such as the Americans with Disabilities Act (ADA) and the Web Content Accessibility
Guidelines (WCAG), is important. These standards set the benchmark for designing prod-
ucts that are usable by individuals with disabilities, ensuring that the system meets their
specific needs.

• Safety Regulations: Regulatory bodies may establish safety standards that must be adhered
to in the design and implementation of hardware components. For instance, ensuring that
devices used by visually impaired individuals do not pose any physical hazards is crucial.
Compliance with safety regulations from organizations like the Occupational Safety and
Health Administration (OSHA) may be necessary.

• Assistive Technology Guidelines: Various regulatory bodies may have specific guidelines for
assistive technologies aimed at individuals with disabilities. Adhering to these guidelines
ensures that the product is recognized as a legitimate assistive device, potentially opening
avenues for funding and support from government or non-profit organizations focused on
disability assistance.

By engaging with these regulators throughout the project lifecycle, the development team will en-
sure that the system not only meets legal requirements but also serves the best interests of visually
impaired users, promoting trust and reliability in the final product.

6.2.5 Third Parties
Third parties are external entities that may influence or be influenced by the development and
deployment of the project. They play significant roles in the ecosystem surrounding assistive
technologies for visually impaired individuals. Key third-party stakeholders include:

• Hardware Suppliers: Companies that provide the components and devices necessary for
building our system, such as the LiDAR sensor in our case. These suppliers are crucial for
ensuring that the project has access to high-quality sensors and other hardware essential for
effective functionality.

• Software Vendors: Providers of software solutions that may be integrated into the system,
including operating systems, accessibility tools, and application frameworks. Collaborat-
ing with software vendors can enhance the user experience and ensure that the system is
compatible with existing technologies.

• User Groups and Communities: Engaging with groups representing visually impaired indi-
viduals can provide firsthand insights into their needs and preferences. Their feedback can
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be invaluable in shaping the product’s features, usability, and overall design, ensuring it truly
addresses the challenges faced by the target audience.

By actively involving these third parties throughout the project, the team can leverage their exper-
tise, resources, and networks, ultimately enhancing the quality and impact of the system developed
for visually impaired individuals.

6.2.6 Competitors
Competitors are systems and solutions that offer similar functionalities aimed at assisting visually
impaired individuals. Understanding these competitors is essential for identifying market gaps and
differentiating our product. Key competitors include:

• Smart Canes: Devices like the WeWALK smart cane utilize sensors and GPS technology
to assist visually impaired users in navigation. These canes provide audio feedback and
can connect to smartphones for enhanced functionality. While they effectively aid in mobil-
ity, our project aims to offer a more comprehensive solution that combines navigation with
contextual information.

• Mobile Applications: Various smartphone applications, such as Seeing AI and Be My Eyes,
offer features that assist visually impaired users by providing descriptions of their surround-
ings or connecting them with sighted volunteers for real-time assistance. While these ap-
plications are valuable tools, our product intends to provide a more integrated hardware-
software solution that does not rely solely on mobile devices.

• Wearable Technology: Devices like Aira and OrCam offer wearable solutions that provide
visual assistance through smart glasses or similar technologies. These systems often rely on
remote agents or advanced image recognition technology. Our project differentiates itself
by focusing on a user-friendly and standalone system that empowers users without ongoing
reliance on external services.

• Home Assistance Systems: Smart home systems designed for accessibility, such as Amazon
Alexa or Google Assistant, can assist visually impaired users in navigating their homes and
performing daily tasks. However, these systems are primarily voice-controlled and may not
cater specifically to outdoor navigation needs, an area where our product aims to excel.

By analyzing these competitors, we can identify unique features and advantages of our system,
such as affordability, ease of use, and comprehensive support for outdoor navigation. This under-
standing will help refine our product development strategy and enhance its value proposition for
visually impaired individuals.

6.3 Key Concepts
This section defines the key concepts and terminology that are essential to understanding the
project. These terms will be used consistently throughout this document and in the project to
ensure clarity and coherence. For further details, please refer to the Glossary chapter.
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1. Visually Impaired: A term used to describe individuals who have partial or complete loss of
vision, impacting their ability to navigate and interact with their environment. This project
aims to enhance the mobility and independence of visually impaired individuals.

2. Assistive Technology: Devices or systems designed to support individuals with disabilities
in performing tasks that might otherwise be difficult or impossible. In this project, assistive
technology includes systems that help visually impaired users navigate their surroundings.

3. LiDAR (Light Detection and Ranging): A remote sensing technology that uses laser light to
measure distances and create precise three-dimensional information about the surrounding
environment. LiDAR sensors are a critical component of our navigation system.

4. Obstacle Detection: The process of identifying and locating objects or barriers in the envi-
ronment that may pose a risk to visually impaired users. Effective obstacle detection is vital
for ensuring safe navigation.

5. User Interface (UI): The means by which users interact with a system or device. A well-
designed UI is crucial for ensuring that visually impaired users can easily understand and
control the system.

6. Accessibility: The design and implementation of products, devices, services, or environ-
ments that ensure they can be used by all individuals, including those with disabilities. Our
project prioritizes accessibility in both hardware and software components.

6.4 User Requirements
This section outlines the user requirements for our navigation system designed for visually im-
paired individuals. Each requirement is numbered and linked to specific use cases, ensuring clarity
and traceability. The main use cases involved are navigating to a destination and avoiding ob-
stacles. There will be other use cases surrounding the users maintenance the deployment of the
product and fail safes detailed in the use cases section.

Table 6.1: User Requirements Table

Requirement Priority Use Case(s)

Functional Requirement 1 ( reqfDirections) The system shall
give directions to a walkable Apple maps destination.

MustHave UC1

Functional Requirement 2 ( reqfObstacleAvoid) The system
shall give directions to avoid obstacles.

MustHave UC2
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Table 6.1: User Requirements Table

Requirement Priority Use Case(s)

Functional Requirement 3 ( reqfOffline) The system shall op-
erate obstacle avoidance without the need for internet connec-
tion.

MustHave UC2,UC??

Functional Requirement 4 ( reqfCustomizable) The system
shall have directions given at a customizable intensity.

CouldHave UC2,UC1,UC4

Interface Requirement 1 ( reqiReset) The system shall have a
reset button.

ShouldHave UC??

Interface Requirement 2 ( reqiPower) The system shall have a
power on and off button.

MustHave UC4

Interface Requirement 3 ( reqiPairing) The system shall have
a Bluetooth pairing button or automatically become discoverable
when disconnected from a phone.

MustHave UC??UC4

Interface Requirement 4 ( reqiAccessibility) The mobile ap-
plication shall have accessibility features integrated from the
iPhone.

MustHave UC1,UC2,UC4

6.5 System (Constraints) Requirements
This section expands on the system constraint requirements that affect the production of C-ALL. These
requirements are crucial to the development process as we intend to complete the project in a timely and
efficient manner. Each requirement is numbered and linked to specific use cases, ensuring clarity and trace-
ability.
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Table 6.2: System Requirements Table

Requirement Priority Use Case(s)

Constraint Requirement 1 ( reqcAppleRequirement) The
system shall only be accessible through Apple iOS applications.

MustHave UC4

Constraint Requirement 2 ( reqcBluetooth) The system shall
only communicate with the mobile application through Bluetooth.

MustHave UC4

iOS Mobile Application

• Currently, the only mobile devices containing a LiDAR sensor are Apple’s iPhones, beginning from
the 12 Pro models and onward. Therefore, the mobile application must be coded in Swift, the official
programming language for iOS applications. The application will be designed and optimized for
iOS, requiring that the system may only be used with iPhone. The mobile application shall not be
accessible on non-iOS devices. The application will be made available only on the App Store where
users can download it if their device meets the hardware requirements.

Bluetooth Connection

• The system will act as a Bluetooth device capable of connecting to the user’s iPhone. Via Bluetooth,
the mobile application will instruct the system on navigation and obstacle avoidance. The system will
not contain WiFi modules or wired connection; it will only be Bluetooth compatible and will receive
all information from the mobile application. The user will be able to begin Bluetooth pairing through
the system and connect to it in their mobile device settings.

6.6 Non-functional (Quality) Requirements
This section emphasizes the quality priorities for C-ALL, as the system is designed to serve as an aid for
the visually impaired and it is essential that the system works quickly and effectively. These requirements
outline hardware necessities for final developments. Each requirement is numbered and linked to specific
use cases, ensuring clarity and traceability.

Table 6.3: Non-functional Requirements Table

Requirement Priority Use Case(s)

Quality Requirement 1 ( reqqCommunicationSpeed) The
system shall perform the task with minimal communication delay.

MustHave UC1,UC2
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Table 6.3: Non-functional Requirements Table

Requirement Priority Use Case(s)

Quality Requirement 2 ( reqqBatteryLife) The system shall
perform the task with ample battery usage. The system will notify
user when device is at 10 percent battery.

ShouldHave UC1,UC2

Communication Speed

• The communication between the mobile application and system must hae minimal delay, as the sys-
tem is expected to guide a user in real-time. Any calculations done in the mobile application from data
gathered by LiDAR must be efficient and the logic behind the decisions should be relayed quickly.
The user should have information on incoming obstacles or upcoming directions with enough time to
react comfortably.

Battery Life

• The system will be a standalone device powered through battery. To ensure that it remains useful, it
should have a long enough battery life to instruct a user to their destination while avoiding obstacles
in their path. The battery should be rechargeable or replaceable and consistently offer ample battery
life to successfully aid a user without interruption.

6.7 Domain (Business) Requirements
This section outlines the business rules and regulations that impact the development and functionality of
C-ALL for visually impaired individuals. Understanding these requirements is crucial for ensuring that our
project aligns with industry standards and meets the needs of our stakeholders. Each requirement is num-
bered and linked to specific use cases, ensuring clarity and traceability.

Table 6.4: Domain Requirements Table

Requirement Priority Use Case(s)

Business Requirement 1 ( reqbTutorial) The system shall have
a tutorial for stakeholder understanding.

CouldHave UC1,UC2,UC4

Business Requirement 2 ( reqbUpdates) The mobile applica-
tion shall offer software and firmware updates to the system for
maintenance.

ShouldHave UC4

Regulatory Compliance
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• The system must comply with the Americans with Disabilities Act (ADA), which mandates accessi-
bility features for individuals with disabilities. This includes ensuring that the navigation system is
usable by visually impaired users in public spaces.

• The product must adhere to relevant safety regulations, ensuring that the use of technology does not
pose risks to users while navigating their environment.

User-Centric Design Principles

• The system should be designed with a user-centric approach, prioritizing the needs and preferences of
visually impaired users. Feedback from potential users will be gathered throughout the development
process to ensure the system is intuitive and effective.

• Accessibility features must be integrated into the user interface, ensuring that visually impaired users
can easily interact with the system through audio feedback and tactile elements.

Market Considerations

• The system must be competitive in the assistive technology market, providing unique features that
distinguish it from existing solutions.

• Pricing strategies should be developed to ensure that the navigation system is affordable for visually
impaired individuals and organizations serving this demographic.

• The system should be made available to healthcare and insurance companies to offer to their clients
and reach the target demographic.

Sustainability and Scalability

• The solution should be developed with sustainability in mind, considering the environmental impact
of hardware and software components throughout the project lifecycle.

• The system must be scalable to accommodate future enhancements, including integration with new
technologies or expansion to serve additional user needs.
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This chapter presents the use case diagrams designed to fulfill the specified requirements of the project. Use
case diagrams are crucial in illustrating how various actors interact with the system, highlighting the func-
tionalities that will be delivered. Each diagram serves as a visual representation of the system’s behavior in
response to external requests, capturing the essential interactions between users and the system components.

The use case diagrams are categorized based on the primary functionalities of our C-ALL (Cognitive
Assistance with LiDAR Localization) project, ensuring that all critical user interactions are accounted for.
By mapping out these interactions, we can better understand the requirements and expectations of end users,
particularly those who are visually impaired.

The chapter will include the following elements:

1. Description of Actors: We will identify and describe the primary and secondary actors involved in
the system. This includes users (the visually impaired individuals utilizing the C-ALL system), as
well as secondary actors such as feedback devices and mobile applications that support navigation.

2. Use Case Scenarios: Each use case will outline specific scenarios depicting how users will engage
with the system. These scenarios will encompass various functional requirements, such as navigating
to a destination, avoiding obstacles, and receiving real-time feedback.

3. Functional Requirements Mapping: We will correlate the use cases with the project’s functional
requirements, demonstrating how each diagram addresses specific needs and functionalities outlined
in the requirements analysis. This mapping will clarify which requirements are met by each use case
and how they contribute to the overall functionality of the C-ALL system.

4. Visual Representation: Accompanying each use case description will be a corresponding diagram.
These diagrams will visually represent the interactions, showing the relationships between actors and
use cases. The use of standardized notation will facilitate understanding and communication among
stakeholders.

5. Implications for Development: Lastly, we will discuss how these use case diagrams inform the de-
velopment process. By establishing a clear understanding of user interactions and system responses,
we can prioritize features, identify potential challenges, and ensure that the final product aligns with
user needs and expectations.
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Through these use case diagrams, this chapter aims to provide a comprehensive overview of the re-
quirements and functionalities of the C-ALL project, laying the groundwork for successful development
and implementation. The clarity and structure offered by these diagrams will be instrumental in guiding the
design and ensuring that the project meets its intended objectives.

7.1 Table of Use Cases

Table 7.1: Use Cases Table

Use Case Requirements Name and Description
UC1 reqkFunctional1,

reqkInter f ace4,
reqkQuality1,
reqkQuality2,
reqkBusiness1,

ucNavigate Give directions to the User to navigate to their desired
destination

UC2 reqkFunctional2,
reqkFunctional3,
reqkInter f ace4,
reqkQuality1,
reqkQuality2,
reqkBusiness1,

ucObstacleAvoid Give directions to the User to avoid obstacles

UC3 reqkFunctional3,
reqkInter f ace1,
reqkInter f ace3,

ucHandleErrors Notify the User of a system failure if directions can
no longer be given reliably

UC4 reqkInter f ace2,
reqkInter f ace3,
reqkInter f ace4,
reqkConstraint1,
reqkConstraint2,
reqkBusiness1,
reqkBusiness2,

ucSetup Set up and calibrate the system for each user
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7.2 Use Case Diagrams

Figure 7.1: Use case diagram, with reference to use cases UC1,UC2,UC3,UC4
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7.3 Use Cases

Table 7.2: Use Case Navigation

Use Case 1 (ucNavigate) Navigate

Requirements: reqkFunctional1, reqkInter f ace4, reqkQuality1, reqkQuality2, reqkBusiness1,

Diagrams: Figure 7.1, Figure 9.3
Brief description:
Give directions to the User and feedback device to navigate to the desired destination
Primary actors:
User
Secondary actors:
Feedback device
Preconditions:
The system has been set up properly
Main flow:
1. The user inputs a destination
2. The system calculates the route to the destination
3. The system sends directions to the feedback device

Postconditions:
None
Alternative flows:

1. The user changes destination and the system recalculates directions
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Table 7.3: Use Case Obstacle Avoid

Use Case 2 (ucObstacleAvoid) Avoid Obstacles

Requirements: reqkFunctional2, reqkFunctional3, reqkInter f ace4, reqkQuality1,
reqkQuality2, reqkBusiness1,

Diagrams: Figure 7.1, Figure 9.4
Brief description:
Give directions to the User and feedback device to avoid obstacles
Primary actors:
User
Secondary actors:
Feedback device
Preconditions:
The system has been set up properly
Main flow:
1. The user turns on obstacle avoidance
2. The system scans the room using LiDAR
3. The system calculates the clearest path of motion
4. The system sends directions to the feedback device

Postconditions:
None
Alternative flows:
None
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Table 7.4: Use Case Handle Errors

Use Case 3 (ucHandleErrors) Handle Errors

Requirements: reqkFunctional3, reqkInter f ace1, reqkInter f ace3, reqkBusiness2,

Diagrams: Figure 7.1, Figure 9.5
Brief description:
Notify the User of a system failure if directions can no longer be given reliably
Primary actors:
User
Secondary actors:
Feedback device
Preconditions:
None
Main flow:
1. The system detects an error
2. The system notifies the user
3. If offline system still available then:
3.1. The system continues to give directions to avoid obstacles
4. The user troubleshoots the error

Postconditions:
None
Alternative flows:
None
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Table 7.5: Use Case Setup

Use Case 4 (ucSetup) System Setup

Requirements: reqkInter f ace2, reqkInter f ace3, reqkInter f ace4, reqkConstraint1,
reqkConstraint2, reqkBusiness1, reqkBusiness2

Diagrams: Figure 7.1, Figure 9.6
Brief description:
Set up and calibrate the system for each user
Primary actors:
User
Secondary actors:
Feedback device
Distributors
Preconditions:
None
Main flow:

1. The user powers on all devices and connects the feedback device to their iPhone
2. The user launches an initial calibration mode
3. The system calibrates the feedback device
4. The system displays results of the calibration

Postconditions:
Have a fully operational system
Alternative flows:
None
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8.1 Introduction
The Cognitive Assistance with LiDAR Localization (C-ALL) project is designed to empower visually im-
paired individuals with enhanced mobility and independence by providing a real-time navigation solution.
Utilizing LiDAR technology integrated into smartphones, C-ALL generates a 3D spatial map of the user’s
surroundings, converting complex spatial data into intuitive audio and haptic feedback. This feedback as-
sists users in avoiding obstacles, recognizing pathways, and navigating complex environments with minimal
reliance on human assistance. By offering an affordable, user-friendly device, C-ALL aims to address the
accessibility and cost challenges that often limit the availability of assistive technology for visually impaired
individuals.

The scope of our preliminary design includes the core functional aspects of the user interface and the
essential interaction flows required for basic navigation. This design covers key use cases, such as starting
and stopping navigation, receiving real-time obstacle alerts, and managing user settings. Initial UI elements
include the home, navigation, obstacle detection, settings, and support screens, each tailored to provide clear
and accessible feedback that aligns with user needs. The design focuses on delivering essential functionality
in an intuitive layout, establishing the foundation for further development and user testing.

8.2 UI Design

8.2.1 User Persona
To design a user-friendly navigation system for visually impaired individuals, we identified key User Per-
sonas to capture the primary needs, challenges, and goals of our diverse user base. Our personas include
visually impaired individuals with varying levels of mobility independence, comfort with technology, and
access to existing assistive technology.

Below are three primary personas that represent our target users:

Persona 1: Emily – Independent Commuter
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• Age: 33

• Background: Emily is a full-time employee who is legally blind and has moderate experience using
assistive technologies.

• Motivation: She wants to navigate urban spaces independently, particularly for commuting to work
using public transportation.

• Challenges: She faces difficulties interpreting crowded and unfamiliar environments; relies on limited
tools that are either costly or don’t offer real-time feedback.

• Goals:

– Navigate independently through complex areas such as public transportation stations and busy
streets

– Receive accurate, real-time feedback to safely avoid obstacles and stay in sync with the move-
ment of other commuters

– Receive clear, directional cues that are easy to interpret and do not overwhelm her

• Tasks:

– Input her destination into the C-ALL navigation system before beginning her commute

– Rely the feedback from the glove and app to follow directions in crowded areas, adjusting her
pace as needed

– Identify and respond to alerts for obstacles or sudden changes in the environment

• Scenario:

– Emily is navigating a crowded bus station. She opens the C-ALL app on her iPhone, selects
her work location as the destination, and receives immediate (obstacle avoidance) feedback
guiding her to the correct bus. With the app’s haptic cues, she is able to avoid obstacles, locate
the correct boarding area, and safely boards the bus. During the ride, the app provides real-time
updates, helping her prepare to disembark at the right stop and reach her destination.

Persona 2: Samir – Beginner with Assistive Tech

• Age: 55

• Background: Samir recently lost his vision and is new to assistive technology.

• Motivation: He wants a simple and affordable navigation tool to gain some independence in his local
neighborhood.

• Challenges: He struggles with complex interfaces and cannot afford high-end assistive devices.

• Goals:

– Use an easy-to-operate device to navigate familiar locations, like his neighborhood

– Receive gentle and understandable guidance to avoid nearby objects and obstacles

– Build confidence in independently moving within his community over time
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• Tasks:

– Launch the C-ALL system and select a pre-defined route in his neighborhood

– Follow the prompts provided by the glove to navigate safely, while adjusting feedback settings
to match his comfort level

– Gradually explore more routes as he gains confidence and familiarity with the app’s features

• Scenario:

– Samir decides to take a walk to a nearby park. He opens the C-ALL app and chooses the
simplest route. As he walks, he follows the motions of the ball on the glove that keep him
on course and aware of any approaching obstacles. With each outing, Samir feels increasingly
self-reliant and at ease with the app, empowering him to explore more of his neighborhood.

Persona 3: Ava – Student

• Age: 20

• Background: Ava is a college student with partial vision loss who frequently uses digital devices for
academic and social activities.

• Motivation: She seeks a navigation tool compatible with her smartphone to help her move indepen-
dently on campus and in nearby urban areas.

• Challenges: She needs a device that integrates with her digital lifestyle, offering connectivity and
compatibility with smart environments.

• Goals:

– Navigate her campus and nearby areas seamlessly using her smartphone and glove-based haptic
feedback

– Receive accurate navigation feedback while multitasking with other digital applications

• Tasks:

– Activates the C-ALL app on her iPhone, with the glove connected for haptic navigation cues

– Follows directional prompts through specific haptic patterns on the glove, such as vibrations or
taps to indicate turns or hazards

– Adjusts glove settings if needed, to personalize intensity or feedback patterns for different en-
vironments

• Scenario:

– Ava is heading to her university library and begins by opening the C-ALL app on her phone
and putting on the glove. As she walks across campus, the glove provides distinct patterns on
her hand to guide her along the route. For example, a pulsing sensation on her right hand alerts
her to an upcoming right turn, while a steady vibration indicates an obstacle ahead. With the
glove’s cues, Ava safely navigates around construction zones and crowded pathways without
needing to check her phone, allowing her to walk confidently and independently.
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8.2.2 User Interface Design
For the Cognitive Assistance with LiDAR Localization (C-ALL) project, we created a preliminary Paper
Prototype of the user interface that emphasizes simplicity, ease of interpretation, and integration with smart-
phone capabilities. The design includes core screens and flows based on key user stories, goals, and scenar-
ios, capturing the needs of each persona.

Key Features and Screens:

1. Home Screen

(a) Elements: Large, accessible buttons for key actions (e.g., ”Start Navigation,” ”Settings”).

(b) Functionality: Users can quickly begin navigation or access essential settings without needing
to navigate through complex menus.

(c) Rationale: Provides an intuitive starting point for users like Samir, who may be less familiar
with digital interfaces.

2. Navigation Screen

(a) Elements: Location entry with audio supported keyboard, play button.

(b) Functionality: Enter desired locaton, given an option to play directions as well.

(c) Rationale: For users like Emily, who require fast and accurate feedback in crowded or dynamic
environments, this screen prioritizes straightforward and actionable guidance.

3. Settings Screen

(a) Elements: Options for connecting to Bluetooth, offline mode, adjusting feedback intensity,
language preferences, system status and reconnect.

(b) Functionality: Users can personalize the experience to match their level of comfort and sensory
needs and conduct system setup and troubleshooting.

(c) Rationale: Allows customization for all personas, enabling them to tailor the feedback style and
intensity for different environments.

Preliminary UI Prototype: Below are digital mock-ups of the main screens and interactions of the
interface prototype of our app:

• Home Screen: Features large, high-contrast buttons for accessibility. The ”Start Navigation” button
is prominently placed to encourage straightforward navigation initiation.

• Navigation Screen: The interface is minimalist, displaying only necessary navigation input, supported
by audio and haptic feedback for real-time obstacle and directional guidance.

• Settings Screen: Simplified options for ease of access, with all necessary safety options.

Chapter 8 ©Stevens – February 13, 2025 – Do Not Distribute! 60



Chapter 8
User Interface Design

– Neeti Mistry, Sara Gaber 61

Figure 8.1: UI Prototype for C-ALL
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The system architecture of the C-ALL project is described using the 4+1 View Model, which captures the
system’s design from multiple perspectives to ensure a comprehensive understanding. The Logical View
defines the system’s functionality, focusing on key components such as the LiDAR sensor, mobile applica-
tion, and feedback device. The Development View outlines the organization of the codebase, highlighting
modular structures and communication interfaces. The Process View illustrates runtime interactions, em-
phasizing real-time obstacle detection, data processing, and user feedback delivery. The Physical View
details the deployment of system components, such as the wearable device and smartphone integration. The
Scenarios View ties these perspectives together through user stories and use cases, demonstrating how the
system addresses user needs effectively. This approach ensures a robust, user-centric, and technically sound
system design.

9.1 Scenarios View: User Stories
The Cognitive Assistance with LiDAR Localization (C-ALL) project focuses on User Stories that define key
functionalities, empowering visually impaired users to navigate their surroundings independently and con-
fidently. These user stories outline specific needs and interactions from the user’s perspective, ensuring that
the system supports reliable navigation, obstacle avoidance, ease of setup, and accessible interface design.
Each story emphasizes essential goals for user experience, guiding development to prioritize safety, ease of
use, and adaptability for a wide range of environments and user preferences.

9.1.1 User Story 1: Independent Navigation
As a visually impaired user,
I want to receive real-time direction cues,
So that I can navigate to my destination independently and confidently.

Context: Users rely on timely and precise directions to navigate safely, so accuracy and minimal latency
are critical.

Acceptance Criteria:
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• Directions are delivered through haptic feedback, based on user preference.

• Directions update in real time as the user progresses along the route.

• The system recalculates and corrects the route if the user deviates or encounters obstacles.

• Upon reaching the destination, the system confirms arrival with a distinct sound or vibration pattern.

9.1.2 User Story 2: Obstacle Avoidance
As a user navigating unfamiliar areas,
I want the system to alert me of any obstacles in my path,
So that I can avoid them without needing additional assistance.

Context: Visually impaired users need reliable and early obstacle detection to make safe adjustments
to their path.

Acceptance Criteria:

• The system detects obstacles within a predetermined range and alerts the user with sufficient time to
respond.

• Alerts are distinct and consistent, either through specific notifications on the mobile app or move-
ments on the glove that distinguish them from other cues.

• Users are provided with guidance on how to avoid the obstacle (e.g., motions on left glove indicates
to move left).

• If the obstacle is temporary (e.g., a moving person), the system recalculates the route as needed.

9.1.3 User Story 3: System Reliability and Fail-Safe
As a user dependent on navigation assistance,
I want to be informed immediately if the system encounters an error or failure,
So that I can take the appropriate actions to ensure my safety.

Context: Trust in the device’s reliability is critical for users, especially in unexpected situations where
system failures could pose risks.

Acceptance Criteria:

• The system performs self-checks periodically to detect any hardware or software failures.

• If a failure occurs, the user is notified through a distinct alert (e.g., a repeated vibration or specific
sound).

• In case of a connectivity loss, the system provides stored information or directs the user to a safe
location.

• The system logs errors for later diagnostics to help identify and fix recurring issues.
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9.1.4 User Story 4: Easy Setup and Personalization
As a first-time user,
I want a straightforward setup and calibration process,
So that I can quickly configure the system to meet my preferences and begin using it effectively.

Context: First-time users need a simple, guided setup that minimizes frustration and ensures proper
calibration for effective use.

Acceptance Criteria:

• The setup process includes an initial walk-through tutorial.

• The app offers a personalization menu for adjusting alert frequency, notification types, and navigation
preferences.

• Settings are saved across sessions so users don’t need to re-configure each time.

9.1.5 User Story 5: Continuous Feedback on Route Progress
As a user moving towards a set destination,
I want periodic feedback on my progress and any deviations from the route,
So that I feel reassured that I am on the correct path.

Context: For visually impaired users, regular feedback is essential to stay informed of their progress
and prevent unnecessary detours.

Acceptance Criteria:

• If the user deviates from the route, the system promptly provides correctional feedback.

• Feedback is continuous but unobtrusive, providing enough information without overwhelming the
user.

9.1.6 Summary
The scenarios view focuses on capturing and validating the system’s behavior through key interactions and
use cases. These detailed user stories provide a structured approach to understanding what the user wants
and why, providing a high-level goal. User stories are commonly used in Agile development for quick,
high-level understanding of user needs.

9.2 Logical View
To map out the Logical View, a class diagram was created to show the structure of the system for the
functionality for users.
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Figure 9.1: Class Diagram for C-ALL

The Class Diagram describes the core entities of the mobile application for providing LiDAR-based
cognitive assistance to visually impaired users. It includes classes that represent the different components,
such as user interface, location services, LiDAR usage, and connection to hardware. Each class in the dia-
gram represents a key part of the system’s functionality, such as interacting with the LiDAR sensor to collect
depth information, processing the data to generate navigational guidance, and communicating it to the user.

Upon completion, the attributes and methods of these classes will indicate how the system handles data
collection, processing, and user interaction. For example, the LiDAR sensor class might have attributes for
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storing captured 3D point cloud data, and methods to simplify and filter this data. The main relationships
between the classes should show how each entity relies on others to operate, such as the mobile application
class using the processed navigation data to deliver haptic cues to the user. The current diagram provides
insight into how different parts of the application collaborate to achieve the goal of providing real-time
navigational assistance with obstacle avoidance.

Figure 9.2: CRC Cards for C-ALL

The CRC Cards indicate the class-responsibility-collaboration between all classes involved in the sys-
tem. The ContentView class is the driver of the program, where the entire UI is built to be given to the
user in a digestible format. ARWrapper handles any obstacle avoidance logic and Navigation handles the
directional route. The mobile application class also relays navigational and obstacle avoidance informa-
tion to Raspberry Pi to initiate the hardware portion of the system. The Raspberry Pi class processes this
information and directs the Servo motors through a MotorControl to move and ultimately guide the user.
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9.3 Process View
To map out the Process View of each use case the following activity diagrams were created for each:

Figure 9.3: Activity diagram, with reference to use case UC1.
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This Activity Diagram shows the process of navigating around an obstacle detected in the user’s path. It
starts with the LiDAR sensor scanning the environment to identify objects and obstacles in real-time. If an
obstacle is detected, the Navigation Processor calculates a new path that avoids the obstacle while keeping
the user on their intended route. This path is then communicated back to the Mobile Application, which in
turn, sends commands to the glove.

The glove provides directional cues to the user, such as a gentle vibration to indicate a left or right turn.
This process continues until the obstacle is cleared and the user is safely back on their original path. This use
case is crucial for ensuring that the user can navigate independently without running into obstacles, and it
leverages multiple system components (LiDAR, mobile app, glove) to provide seamless and safe guidance.
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Figure 9.4: Activity diagram, with reference to use case UC2.

This activity diagram demonstrates how the system proactively manages obstacle detection and avoid-
ance using real-time LiDAR data. By calculating new directions when an obstacle is detected and providing

Chapter 9 ©Stevens – February 13, 2025 – Do Not Distribute! 69



Chapter 9
System Architecture

– Neeti Mistry, Sara Gaber, Sohan Chatterjee 70

clear feedback through connected devices, the system ensures user safety and navigation efficiency. The
diagram emphasizes the system’s adaptability and responsiveness, showing how it continually monitors and
recalculates paths to provide seamless guidance in dynamic environments. This process helps users maintain
mobility and confidence while navigating complex areas.

Figure 9.5: Activity diagram, with reference to use case UC3.

This activity diagram highlights the steps taken to handle system failures, prioritizing user safety and
system functionality. It incorporates multiple fallback mechanisms, including automatic reconnection, man-
ual reset, and switching to offline modes, ensuring continued functionality during disconnection events.
When all attempts fail, the system escalates the issue to maintenance support, ensuring users receive assis-
tance for unresolved issues. The diagram illustrates the process for maintaining system reliability and user
trust in critical scenarios.

Chapter 9 ©Stevens – February 13, 2025 – Do Not Distribute! 70



Chapter 9
System Architecture

– Neeti Mistry, Sara Gaber, Sohan Chatterjee 71

Power on 
Device

Power light on

Bluetooth Paired

Not paired

Turn on 
bluetooth 

pairing 

Pair on iphone

NoCharge device

Update 
system

Updates Available

No

App available on iPhone

No app
Download 

App

Complete app 
Setup

UC4: System Setup

Figure 9.6: Activity diagram, with reference to use case UC4.

This activity diagram provides a clear workflow for initializing the system, ensuring all components
are prepared for proper functionality. It emphasizes essential tasks like powering on the device, pairing via
Bluetooth, charging, updating the system, and setting up the app on the user’s smartphone. By guiding the
user through each step, this process minimizes setup errors and ensures a smooth and efficient onboarding
experience. The diagram demonstrates the system’s user-centric design, focusing on accessibility and relia-
bility during the setup phase.
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To further demonstrate the process across components the following Sequence Diagram was created:

Figure 9.7: Sequence Diagram

This sequence diagram illustrates the interaction between the user, the feedback device, the iPhone (run-
ning the app and LiDAR sensor), and the system’s internal processes to facilitate navigation with obstacle
avoidance.

Participants:

1. User: Initiates the system and interacts with the feedback device

2. Feedback Device: Provides directional feedback to the user

3. iPhone - App: Manages the user interface, destination input, and processing
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4. iPhone - LiDAR Sensor: Collects real-time environmental data for navigation and obstacle detection

Key steps in the sequence are as follows:

Workflow:

• Initialization: The user powers on the feedback device. Bluetooth pairing is enabled and the feedback
device pairs with the iPhone app.

• Destination Input: The user enters their desired destination through the app interface. The app con-
nects to the feedback device via Bluetooth for data exchange.

• Data Processing Loop: The iPhone app continuously retrieves real-time LiDAR data from the sensor.
The LiDAR data is processed into a point cloud, which is sent to the app for analysis.

• Decision-Making: The app determines the appropriate guidance:

– If an obstacle is detected - The app calculates an alternative route to avoid the obstacle and
sends the updated directions to the feedback device.

– Else - The app sends standard navigation directions to the feedback device to guide the user to
their destination.

• User Guidance: The feedback device displays directional cues or pointers based on the app’s instruc-
tions. This process loops continuously until the destination is reached.

• Completion: Once the user arrives at the destination, the system ends the navigation process.

This sequence diagram emphasizes the system’s capability to integrate real-time sensor data, process
navigation and obstacle avoidance decisions, and provide actionable feedback to the user through a seamless
interaction between hardware and software components.

9.4 Development View
Below is a Component Diagram to illustrate the Development View of the system’s interaction.
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Figure 9.8: Component diagram for C-ALL

The main components of the system can be broken up into four areas: the mobile application, LiDAR
localization, GPS navigation, and Arduino control. Team members will collaborate by ensuring continuity
between all four areas to prevent delays, inefficiency, and conflicting code. The mobile application should
provide communication from the LiDAR and GPS navigation to the Arduino, which then moves the motors.
The mobile application should also be the point of contact for the user of the system. Collaboration ensues
when confirming that each area functions as per requirements so they can be integrated into the whole
system.

9.5 Physical View
The deployment architecture is divided into two primary components: the mobile application running on an
iPhone device and the feedback system embedded in a physical glove. To show the Physical View of our
system we created the Deployment Architecture Diagram below:
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Figure 9.9: Deployment Architecture Diagram

The deployment diagram outlines the physical architecture as follows:

1. Mobile Application

(a) Device: iPhone running iOS 14.1 or later

(b) Execution Environment: The application consists of modules for navigation, mapping, and
communication with hardware.

i. LiDAR Sensor: Captures spatial depth data to facilitate obstacle detection and pathfinding
ii. Navigation Module: Utilizes ARKit to dynamically generate paths in the augmented real-

ity (AR) view
iii. Map Module: Stores and processes geographical data
iv. C-ALL Interface: Manages communication between the mobile app and external hardware

via Bluetooth
v. Obstacle Avoidance: Computes safe navigation paths by integrating LiDAR data

2. Feedback System

(a) Device: Arduino-based feedback device integrated into a wearable glove

(b) Execution Environment:

i. Directions Module: Processes navigation instructions from the mobile application
ii. Motor Control Module: Translates instructions into motor vibrations to provide haptic

feedback to the user
iii. Feedback Pointer: Outputs vibrations to guide the user based on navigation and obstacle

avoidance computations
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3. Integration Between Components

(a) Communication: The mobile application sends navigation instructions to the feedback device
via Bluetooth (ideally Bluetooth 5.0 for low-latency communication).

(b) Synchronization: The mobile app ensures real-time processing to synchronize motor responses
with navigation updates.

This configuration facilitates seamless interaction between the iPhone running the C-ALL app, the server
handling navigation and obstacle avoidance processing, and the Arduino-based feedback device, which
provides user guidance through directional cues and feedback pointers.
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10.1 Introduction
The Preliminary Implementation Demo showcases the early development stages of the Cognitive Assis-
tance with LiDAR Localization (C-ALL) system. The demo highlights the project’s progress by presenting
a working prototype (in the initial stages) of the core functionality, focusing on the integration of LiDAR-
based obstacle detection. This stage serves as a foundation for further refinements, Usability Testing, and
feature expansions in preparation for the final submission.

10.2 Demo Objectives
The Preliminary Implementation Demo focuses on achieving key milestones in the early development of the
C-ALL system. The specific goals of the prototype demo include:

1. Validating Key Functionalities

(a) Demonstrate the system’s ability to detect obstacles using LiDAR technology and process this
data in real time

2. Establishing Feasibility

(a) Prove the viability of the system’s architecture and design through an initial working prototype

(b) Lay the groundwork for refining features and addressing identified challenges

3. Gathering Initial Feedback

(a) Use the prototype demo to collect insights from stakeholders, including team members, spon-
sors, and potential users, to inform future development

(b) By achieving these objectives, the demo serves as a critical step toward building a robust, user-
centered system that addresses the mobility needs of visually impaired individuals
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10.3 Prototype Description and Demo Results
The initial prototype of the C-ALL system demonstrates the core functionality of the navigation and obstacle
detection system. The hardware component includes a 3D-printed housing designed to integrate all elec-
tronic components, while the software leverages LiDAR technology through a mobile application to process
real-time depth data. Haptic feedback mechanisms are used to guide users safely around obstacles. The
prototype focuses on showcasing the system’s ability to provide real-time, actionable feedback in a simple
and user-friendly manner.

The preliminary implementation demo successfully validated key functionalities of the system. LiDAR-
based obstacle detection performed effectively in controlled environments. The demo highlighted areas
for further refinement, including optimizing feedback responsiveness and improving hardware. Overall,
the results confirmed the feasibility of the system and provided valuable insights for the next phase of
development.

10.3.1 Hardware Update
The hardware component of the C-ALL system is progressing with the development of the glove-based
feedback device. The following updates outline the current status and next steps:

1. Glove Component Construction

(a) The construction of the glove component is scheduled to begin once the project budget is ap-
proved and the necessary materials are procured. This step is critical to integrating the hardware
components, including motors and modules, into a functional prototype.

2. Housing Design and Fabrication

(a) Before the start of the spring semester, a newer version of the hardware housing will be designed
using SolidWorks. The updated design will ensure improved compatibility and ergonomics for
the glove.

(b) The housing will be 3D-printed to provide a lightweight and durable solution that accommo-
dates all hardware components securely.

3. Integration with Glove

(a) The 3D-printed housing, which hosts the motors and modules, will be sewn onto the backside
of the glove. This configuration is intended to leave the user’s palm and fingers free, ensuring
comfort and usability during navigation tasks.
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Figure 10.1: Hardware Prototype Drawing

Figure 10.2: Hardware Prototype Version 1.0

The initial hardware prototype for the C-ALL system was created using 3D-printer. This prototype
serves as a foundational step in the development process, allowing the team to test basic functionality and
ensure compatibility with the intended design. Future iterations and refinements of the hardware will be
developed once the required budget materials, such as sensors, wires, and other components, are acquired.
These additional resources will enable the integration of advanced features and optimizations to enhance the
prototype’s performance and usability.

These updates reflect the team’s commitment to developing a functional and user-friendly hardware
solution that meets the needs of visually impaired users. Further refinements will continue as materials
arrive and construction begins.
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10.4 Implementation Details
The implementation of the C-ALL system combines advanced LiDAR processing, effective communication
between hardware and software, and seamless integration to ensure optimal performance. Below are the key
technical details:

LiDAR Processing Information

• The system utilizes ARKit to collect depth information using LiDAR sensors, constructing a struc-
tured Depth Map.

• Floors are prioritized during segmentation, with specific constraints clarifying navigable spaces.

• Floor meshes are identified as safe, navigable areas, while objects of significant size are flagged as
obstacles and anchored to the mesh scene for user awareness.

• A dynamically updating path is generated within the AR view, allowing the system to avoid obstacles
in real-time.

Communication Between Hardware and Software

• The mobile application sends navigation and obstacle avoidance instructions to the hardware via
Bluetooth.

• Instructions are transmitted as vectors, prompting the motors controlled by an Arduino board to move
accordingly.

• This setup ensures real-time responsiveness to navigation and obstacle detection computations.

Integration Between Hardware and Software

• Strong Bluetooth connectivity with low latency is prioritized, ideally leveraging Bluetooth 5.0 for
reliability.

• Quick data processing in both the mobile application and the Arduino board ensures efficient com-
munication and feedback delivery, minimizing delays during operation.

These implementation details highlight the system’s technical foundation and its capability to provide
visually impaired users with reliable and responsive navigation assistance. Further optimizations will en-
hance performance and usability as the project progresses.

10.5 Challenges Encountered and Solutions
During the development of the C-ALL prototype, several challenges arose that tested the team’s problem-
solving capabilities. Below is an outline of the primary obstacles faced and the corresponding solutions:

1. Combining Navigation with Pathfinding

(a) Challenge: Difficulty in translating geo-coordinates into relative positions for an augmented
reality (AR) view, complicating the integration of navigation and pathfinding functionalities.
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(b) Solution: Conducted research into existing applications and codebases to identify best practices
and integration techniques.
Continued iterative testing and refinement of the codebase to achieve accurate and reliable
results.

2. Integration Between Hardware and Software

(a) Challenge: Determining risks and identifying potential bugs in the integration process, particu-
larly between the hardware components (LiDAR sensors) and the software application.

(b) Solution: Initiated mock integration tests with available hardware parts to simulate real-world
conditions.
Conducted rigorous testing of software functionality in tandem with hardware simulation to
identify and resolve issues early.

3. Evaluating Viability for Visually Impaired Users

(a) Challenge: Ensuring that the system effectively meets the needs of visually impaired users and
provides a viable, practical solution.

(b) Solution: Scheduled additional interviews and feedback sessions with visually impaired indi-
viduals and relevant stakeholders.
Gathered detailed requirements to refine the system’s design and functionality, ensuring align-
ment with user expectations.

By addressing these challenges with effective strategies, the team ensured steady progress in prototype
development. These experiences also provided valuable insights for future development phases, including
refinement, testing, and feature expansion.

10.6 Future Work and Next Steps
As the project progresses, the team will focus on further development and refinement of the C-ALL system
to meet the goals outlined for the final submission. Key areas of focus include:

Refining the Prototype

• Improve the accuracy and efficiency of the LiDAR-based obstacle detection algorithms to ensure
reliable performance in real-world scenarios

• Enhance the responsiveness of the system, minimizing delays and optimizing user experience

• Develop the mobile app, incorporating user feedback

Expanding Features for Final Submission

• Add additional functionality to the mobile application, including:

– Improved user interface design for accessibility and ease of use

– Enhanced navigation features such as route customization and obstacle classification

• Implement logging and analytics capabilities for better debugging and system performance monitor-
ing

Chapter 10 ©Stevens – February 13, 2025 – Do Not Distribute! 81



Chapter 10
Preliminary Implementation

– Ahmad Shah, Neeti Mistry, Sara Gaber, Sohan Chatterjee 82

Conducting Comprehensive Usability Testing

• Collaborate with visually impaired users to test the system in diverse real-world environments, such
as urban streets, public transit stations, and structured indoor spaces

• Gather detailed feedback on system usability, accessibility, and effectiveness, and use these insights
to make necessary improvements

Updating System Documentation

• Revise and finalize UML diagrams to reflect the updated system architecture and design

• Prepare detailed user and technical documentation to support the final prototype and its deployment

Preparing for Final Submission and Innovation Expo

• Finalize the system prototype to ensure it is robust, reliable, and ready for presentation

• Conduct rigorous testing to identify and resolve any remaining issues

• Complete all project deliverables, including the final report, presentation materials, and user guides,
in preparation for the Innovation Expo

By addressing these focus areas, the team aims to deliver a fully functional, user-centered system that
meets the needs of visually impaired individuals and achieves the project’s goals.

10.7 Conclusion
The Preliminary Implementation Demo marks a significant milestone in the development of our project.
Through this demo, we successfully showcased key functionalities, including LiDAR-based obstacle detec-
tion. While challenges such as limited access to LiDAR-equipped devices presented obstacles, the team
addressed these issues effectively through iterative testing, debugging, and collaboration. The initial proto-
type validated the core system design and provided valuable insights into areas requiring further refinement,
such as optimizing the obstacle detection algorithms and improving the responsiveness of the feedback sys-
tem. Moving forward, the focus will be on refining the prototype, expanding features, developing both the
hardware and mobile app, conducting comprehensive usability testing with visually impaired users, and
preparing the system for final submission. This chapter has outlined the progress made to date and estab-
lished a clear roadmap for the next steps, ensuring the project will continue to meet its goals and deliver a
reliable, User-Friendly Design that enhances the mobility and independence of visually impaired individu-
als.
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The GitHub repository for the **Cognitive Assistance with LiDAR Localization (C-ALL)** project serves
as the central hub for code, documentation, and updates related to the system’s development. As seen in the
repository [1], the development is progressing steadily with key milestones and components being imple-
mented in phases.

The repository includes:

• The source code for both the mobile application and the hardware control system

• Documentation on system architecture, setup, and usage

• A detailed list of issues, tasks, and development progress

• A version control system to track changes and allow for collaboration

This repository will continue to be updated as the project evolves, with new features, bug fixes, and opti-
mizations being implemented throughout the development process. It serves as both a tool for development
and a resource for the team and any external contributors.

For further details, the GitHub repository can be accessed at: C-ALL GitHub Repository.
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Glossary

4+1 View Model A software architecture model that organizes a system’s design into five interrelated
views: Logical, Development, Process, Physical, and Scenarios. It helps stakeholders understand
and communicate different aspects of the architecture. 62

Accessibility The design and implementation of products, devices, services, or environments that ensure
they can be used by all individuals, including those with disabilities. Our project prioritizes accessi-
bility in both hardware and software components. 45

Activity Diagram A type of UML diagram that models the workflow or the sequence of activities in a
system. It illustrates the flow of control between various activities and actions, often used to represent
business processes or user interactions. 68

Agile A collaborative, iterative approach to software development and project management that empha-
sizes flexibility, incremental progress, and responsiveness to change. It focuses on delivering small,
functional parts of a project frequently to enhance adaptability and user satisfaction. 64

ARKit Apple’s augmented reality (AR) framework for iOS that enables developers to create immersive
AR experiences by combining device motion tracking, camera scene capture, and advanced computer
vision analysis. 80

Assistive Technology Devices or systems designed to support individuals with disabilities in performing
tasks that might otherwise be difficult or impossible. In this project, assistive technology includes
systems that help visually impaired users navigate their surroundings. 45

Class Diagram A type of UML (Unified Modeling Language) diagram that represents the structure of a
system by showing its classes, attributes, methods, and the relationships between objects. It is used
in software engineering to model static aspects of a system. 65

Component Diagram A type of UML (Unified Modeling Language) diagram that models the physical
components of a system, such as software modules or hardware elements, and their relationships. It
is used to show how different parts of a system interact and depend on each other. 73

CouldHave This defines the third highest priority requirement.The system could implement all of the tasks,
requirements, or anything that is marked this way, but if resources are limited, it can be left out of the
current and next version. Build in two versions from now. 46, 48

CRC Cards Class-responsibility-collaboration cards to describe the purpose of each class and direct rela-
tionship with other classes. 66
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Deployment Architecture Diagram A diagram that illustrates the physical deployment of software com-
ponents on hardware resources, showing how the system’s components are distributed across servers,
devices, and networks. 74

Depth Map A representation of the distance between the surfaces of objects in a scene and a specific
viewpoint, typically captured by sensors like LiDAR or stereo cameras. 80

Development View A perspective in the 4+1 View Model that focuses on the system’s software architecture
from the perspective of developers. It shows the system’s structure in terms of code organization,
modules, and components, helping to manage the development process and ensure maintainability.
73

Innovation Expo An event at the end of the year where the project will be showcased to demonstrate the
system’s progress and final results. It serves as an opportunity for senior students at Stevens to present
the developed prototype, share the outcomes of the project, and gather additional feedback. 82

LiDAR (Light Detection and Ranging) A remote sensing technology that uses laser light to measure dis-
tances and create precise three-dimensional information about the surrounding environment. LiDAR
sensors are a critical component of our navigation system. 45

Logical View A perspective in the 4+1 View Model that focuses on the functional requirements of the
system, representing its key abstractions, components, and their relationships. It is used to understand
and design the static structure of the system. 64

MustHave This defines the first highest priority requirement. All of the tasks, requirements, or anything
that is marked this way are build in the current version. 45, 46, 47

Obstacle Detection The process of identifying and locating objects or barriers in the environment that may
pose a risk to visually impaired users. Effective obstacle detection is vital for ensuring safe navigation.
45

Paper Prototype A low-fidelity, hand-drawn representation of a user interface used to quickly visualize
and test design concepts. It allows teams to explore ideas, gather feedback, and iterate on designs
early in the development process without investing in detailed digital tools. 60

Physical View A perspective in the 4+1 View Model that focuses on the system’s hardware and physical
deployment. It represents the distribution of components across different hardware nodes, including
servers, devices, and networks, to ensure scalability, performance, and fault tolerance. 74

Process View A perspective in the 4+1 View Model that focuses on the dynamic aspects of the system, in-
cluding concurrency, communication, and runtime behavior. It addresses how the system’s processes
interact and perform under various scenarios. 67

Sequence Diagram A type of UML (Unified Modeling Language) diagram that models the interaction be-
tween objects or components in a system over time. It illustrates the sequence of messages exchanged
between objects, showing the order of operations in a dynamic scenario. 72

ShouldHave This defines the second highest priority requirement. The system should implement all of the
tasks, requirements, or anything that is marked this way, but if resources are limited, it can be left out
of the current version. Build in next version. 46, 48
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SolidWorks A computer-aided design (CAD) software used for creating 3D models, assemblies, and engi-
neering designs. It is commonly used for prototyping, simulation, and product development. 78

Usability Testing A technique used to evaluate a product or system by testing it with real users. This
process helps identify areas for improvement in user interface design, functionality, and overall user
experience. 77

User-Friendly Design A design philosophy that focuses on creating systems that are intuitive and respon-
sive to the needs, preferences, and feedback of end-users. This project applies user-centered design
principles by involving visually impaired users throughout the development process. 82

User Stories Short, simple descriptions of a feature or functionality from the perspective of the end user,
typically written in the format: ”As a [user role], I want [goal] so that [reason].” They are used in
agile development to capture requirements and guide design and implementation. 62

User Personas Fictional, research-based profiles representing key segments of a product’s target audience.
They capture users’ demographics, goals, challenges, and behaviors to guide design and development
decisions. 57

User Interface (UI) The means by which users interact with a system or device. A well-designed UI is
crucial for ensuring that visually impaired users can easily understand and control the system. 45

Visually Impaired A term used to describe individuals who have partial or complete loss of vision, im-
pacting their ability to navigate and interact with their environment. This project aims to enhance the
mobility and independence of visually impaired individuals. 45
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